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Abstract: In this paper, we present a novel and effective fault detection and diagnosis (FDD) method
for a wind energy converter (WEC) system with a nominal power of 15 KW, which is designed to
significantly reduce the complexity and computation time and possibly increase the accuracy of fault
diagnosis. This strategy involves three significant steps: first, a size reduction procedure is applied to
the training dataset, which uses hierarchical K-means clustering and Euclidean distance schemes;
second, both significantly reduced training datasets are utilized by the KPCA technique to extract
and select the most sensitive and significant features; and finally, in order to distinguish between
the diverse WEC system operating modes, the selected features are used to train a bidirectional
long-short-term memory classifier (BiLSTM). In this study, various fault scenarios (short-circuit (SC)
faults and open-circuit (OC) faults) were injected, and each scenario comprised different cases (simple,
multiple, and mixed faults) on different sides and locations (generator-side converter and grid-side
converter) to ensure a comprehensive and global evaluation. The obtained results show that the
proposed strategy for FDD via both applied dataset size reduction methods not only improves the
accuracy but also provides an efficient reduction in computation time and storage space.

Keywords: wind energy converter (WEC) systems; fault detection and diagnosis (FDD); dataset reduction;
kernel principal component analysis (KPCA); bidirectional long-short-term memory (BiLSTM)

1. Introduction

Wind energy has been one of the most promising and popular sources and has shown
a maximization trend for renewable energy during the past few decades. Wind energy
systems (WES) produced more than 420 GW in 2016; by the 2030s, this is expected to
grow to more than 1000 GW [1]. However, in this system, failures can nearly always
occur anywhere and are categorized as electrical faults, including faulty generators, stator
winding short circuits, converter failure, transformer overheating, etc.; electronic faults,
which occur frequently in sensors and in electronic boards; and mechanical faults related
to the gearbox and the blades. Due to this, it is challenging to ensure the stability, safety,
efficiency, performance, and reliability of such systems. Many techniques and methods are
applied for the condition monitoring of wind turbine systems. For instance, the research
on a particular transient method appropriate for mechanical and electrical fault diagnosis
in an induction generator-based wind turbine is provided in [2]. Additionally, to deal with
specific types of faults and their detection and classification, a new technique based on deep
learning through time-series analysis and convolutional neural networks (CNNs) was duly
used [3]. In the same way, an intelligent FDD system (IFDDS) based on developed adaptive
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residual convolutional neural networks (ARCNNs) is adopted for small modular reactors
(SMRs) [4]. In addition, a generalized ANN method for numerous and diverse wind
turbines, for early FDD in the main shaft rear bearing, was developed [5]. Thus, To enhance
the classification task using an ANN classifier, an effective feature selection approach
based on an improved extension of particle swarm optimization (PSO) was established
via suitably reduced datasets of WEC systems [6]. In addition, an ANN-based ensemble
classifier was built with the use of bagging, boosting, and random subspace combination
techniques and by means of computational and storage cost minimization [7]. On the other
hand, for automated fault detection and condition monitoring of wind turbines operating
under different statuses, the Wilcoxon rank sum test is properly considered [8]. Further, a
reduced Gaussian process regression-based random forest method was utilized to identify
and diagnose failures that can occur in a nonlinear WEC system [9].

Therefore, for linearly connected datasets, various data-driven fault diagnostic tech-
niques have been created and essentially evaluated. The PCA, which is used frequently for
dimensionality reduction and industrial process monitoring, is the most widely utilized
technique [10]. In spite of this, the PCA technique’s proven effectiveness is predicated on
the assumption that the system is linear and that it can only evaluate linear connections
between process variables. This concept may not be applicable to many complicated indus-
trial processes with nonlinearities [11]. Several nonlinear PCA methods have been proposed
in the literature to address the aforementioned issues. For instance, a generalized Lorenz
model with coexisting attractors was analyzed using a kernel PCA (KPCA) [12]. Moreover,
a novel fault detection algorithm for the dynamic nonlinear processes was developed [13].

KPCA, which was first proposed by Scholkopf [14], is the most popular technique
that attracts a lot of researchers. It converts input data from the original space to a high-
dimensional feature space, where the statistical indices Q and T2 are extracted and then
used for fault detection in the same way as PCA. Thus, the KPCA technique has a great
ability to capture nonlinear relationships between variables, providing better results and
monitoring a variety of industrial processes [15], but when the training data are very
numerous, the computational and storage costs become very high. To overcome these
drawbacks, numerous reduced KPCAs (RKPCAs) have been investigated [16–20]. A heuris-
tic K-means clustering algorithm based on the kernel PCA and dynamic programming was
developed [21]. Clustering for high-dimensional, low-sample-size (HDLSS) data has been
considered [22]. The authors explained the selection of the scale parameter that results
in good performance of the KPCA with the Gaussian kernel and provided a theoretical
justification for why the Gaussian kernel is useful for clustering high-dimensional data.
Then, they used microarray datasets to evaluate the effectiveness and performance of
the clustering procedure. A reduced KPCA technique based on K-means clustering was
presented, which seeks to find a reduced dataset among the training data in the input space
and uses this reduced data to build the KPCA model in the feature space [23].

For the purpose of detecting and diagnosing faults in WEC systems, an improved RNN
approach via reduced observations based on HK-means clustering was developed [24].
Thus, an intelligent fault diagnosis method based on reduced kernel PCA-based bidi-
rectional long short-time memory (RKPCA-based BiLSTM) has been established. The
contributions of this study are threefold: First, size reduction based on Euclidean distance
as a dissimilarity metric between samples and hierarchical K-means clustering methods
was performed to deal with the cases of redundancies and to extract reduced observations
from the training dataset. Second, the obtained dataset was fed to a kernel PCA technique
to extract and select the more pertinent features from the WEC systems. Then, the se-
lected features were used by the BiLSTM classifier, which has been proven to accelerate
model convergence, improve classification performance, and enhance the model’s ability
to extract context information, thereby further improving the accuracy of fault diagnosis,
reducing time complexity, and reducing energy consumption. In the following experiments,
we compared the BiLSTM classifier with several machine learning and deep learning
classifiers—ANN, MNN, CFNN, FFNN, GRNN, PNN, RNN, LSTM, and CNN—to prove
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the high efficiency and performance of the developed algorithm. Six arbitrary groups
based on the mean, variance, skewness, kurtosis, retained KPCs, Q, and combined index
φ of features were properly used for fault classification. The remainder of this paper is
organized as follows: In Section 2, the RKPCA-based BiLSTM diagnosis algorithm is intro-
duced in detail, including the concepts of LSTM, along with BiLSTM algorithms and a brief
mathematical description of the KPCA and reduced KPCA models. The proposed method
was tested on wind power converter systems, and the obtained results are summarized
in Section 3; we focus on the effects of dataset size reduction and diagnosis accuracy to
ensure the performance of our algorithm while reducing computational and storage costs.
Section 4 lists some conclusions.

2. Reduced KPCA-Based BiLSTM Algorithm
2.1. Concept of LSTM

Long short-term memory (LSTM) is an artificial recurrent neural network (RNN)
architecture that can process entire data sequences in addition to single data points. Figure 1
depicts the LSTM cell’s structure.

Figure 1. LSTM architecture.

Three gates are present in each cell of the LSTM networks, as shown in Figure 1, and
their mathematical descriptions are as follows. The following equation indicates the forget
gate, which can control the cell to eliminate certain information from the previous hidden
state Ct−1:

ft = σ(W f [ht−1, xt] + b f ) (1)

where ft stands for the forget gate’s output, ht−1 for the preview’s output, xt for the current
input vector, and σ for the sigmoid function. The ft matrix’s elements are all included
within the range [0, 1], where zero denotes a complete dropout and one denotes a full
reservation. The following equation determines the input gate, which controls the cell to
reserve a part of the information for the hidden state:

it = σ(Wi[ht−1, xt] + bi) (2)
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C̃t = tanh(Wc[ht−1, xt] + bc) (3)

where the input gate’s output is represented by C̃t. When we decide what to reserve and
what to forget, the state of the cell will be updated as follows:

Ct = ft � Ct−1 � it � C̃t (4)

where the symbol � indicates the element-wise vectors’ multiplication and Ct denotes the
long-term state. The output gate, which determines the current cell’s output, is provided by:

ot = σ(Wo[ht−1, xt] + b0), and (5)

ht = ot � tanh(Ct) (6)

where ht represents the output.

2.2. Concept of BiLSTM

The BiLSTM network’s structure is depicted in Figure 2. It is clear that the neural
network’s two LSTM layers are not simply stacked. The output is created by combining
the calculations from the two layers after they have separately scanned the data in two
directions [25].

Figure 2. Bidirectional LSTM model.

The BiLSTM algorithm has the ability to learn inputs in two directions: the forward
direction (from left to right) and the backward direction (from right to left), and their
hidden states are illustrated, respectively, as follows:

→
ht = LSTM(xt,

→
ht−1) (7)

←
ht = LSTM(xt,

←
ht+1) (8)

The BiLSTM output is generated by the concatenation of the forward state (from left
to right) and the backward state (from right to left):

ht = [
→
ht,
←
ht] (9)
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The final hidden state h f encodes the majority of the features from the input signal and
is employed as an input to the fully connected layer, which aims to transform it into a vector
whose length is equal to the class number. The classification of faults is approved using a
softmax layer. The probability distribution can be calculated using the following equation:

Ỹ = softmax
(

Wzh f + bz

)
(10)

with Wz denoting the weight and bz denoting the bias.

softmax(gi) =
exp(gi)

k
∑

j=1
exp(gj)

(11)

gi denotes the ith element of the input vector g. By minimizing the error between the
predicted Ỹ and actual Y, the BiLSTM model is trained.

2.3. The Concept of the KPCA Model

KPCA is a nonlinear extension of the PCA technique [26], which is one of the most
widely used data analysis and dimensional reduction techniques. Therefore, the major goal
of kernel PCA is to overcome the limitation of PCA, which only considers the variation in a
linear relationship. To preserve the nonlinear structure when we apply PCA to our data, we
need to use the kernel trick. The main concept behind KPCA is to use nonlinear mapping to
map data into a feature space, and then a linear PCA is performed in that space. Consider
the following set of normalized training data: X = [x(1) x(2) . . . x(n)]T ∈ <n×m, where
n denotes the number of observations and m denotes the number of process variables.
Therefore, the training dataset is mapped into a high-dimensional feature space using a
nonlinear mapping in the feature space H, φ : xi ∈ <m → φi = φ(xi) ∈ <h, where h >> m
is the dimension in that space [27].

The following formula can be used to calculate the dot product of two vectors, φ(xi)
and φ(xj), with i, j = 1, . . . , n:

φ(xi)
Tφ(xj) = k(xi, xj) (12)

where the kernel function is denoted by k. One of the most commonly used kernel functions
is the radial basis function (RBF), which is given by the following equation:

k(xi, xj) = exp

[
−
∥∥xi − xj

∥∥2

2δ2

]
(13)

where the width of a Gaussian function that controls the kernel’s flexibility is denoted by
the symbol δ. A typical selection for δ is the average minimum distance (d) between two

points in the training dataset, i.e., δ2 = c 1
n

n
∑

i=1
minj 6=i d2(xi, xj), as suggested in [28], where

c is a variable that the user defines.
Supposing that the vectors in the feature space are scaled to zero mean and unit

variance, the mapped data are arranged as χ = [φ(x1) φ(x2) . . . φ(xn)]T . The dataset’s
covariance matrix C in the feature space can be calculated using the following equation:

(n− 1)C = χTχ

=
n
∑

i=1
φiφ

T
i

(14)
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KPCA in the feature space is equivalent to solving the eigenvector equation shown below:

χTχvs. =
n
∑

i=1
φiφ

T
i v

= λvs.
(15)

The kernel function k(xi, xj) = φ(xi)
Tφ(xj) can be used to evaluate the Gram matrix

χTχ, even though the mapping function φi is not explicitly defined. The matrix K can be
defined with k(xi, xj) elements using the kernel trick.

K = χχT =

 φT
1 φ1 . . . φT

1 φn
... . . .

...
φT

n φ1 . . . φT
n φn



=

 k(x1, x1) . . . k(x1, xn)
... . . .

...
k(xn, x1) . . . k(xn, xn)


(16)

The eigenvector equation in the feature space is resolved by KPCA. Let λ be the
corresponding eigenvalue of the eigenvector α of the matrix K.

v = λ−1χTα (17)

The matrix of the KPCA’s retained principal loading in the feature space is repre-
sented byP = [v1, . . . , vl ] ∈ <n×l , and the n − l last principal loading is denoted by
P̃ = [vl+1, . . . , vn] ∈ <n×(n−l).

P =

[
1

λ1
χTα1, . . . ,

1
λl

χTαl

]
(18)

The selection of the PCs number has been the focus of numerous studies, some of
which are described in [29,30]. The scores are calculated by the use of the below equations
for a measurement x and its mapped vector φ = φ(x):

t = PTφ ∈ <l (19)

t̃ = P̃Tφ ∈ <n−l (20)

2.4. The Concept of the Reduced KPCA Model

Since training data used for modeling must be stored and used for monitoring as well,
KPCA has memory and computational difficulties. When there are many observations,
especially when monitoring dynamic processes, a difficulty arises. Recently, several solu-
tions for a time-varying system have been suggested in order to develop a reduced KPCA
(RKPCA) model using a reduced training dataset, among other potential techniques. They
consist of obtaining a reduced set of kernel vectors using, for example, k-means clustering,
hierarchical clustering, PCA, Euclidean distance (ED), and so on.

2.4.1. Reduced KPCA Based on Euclidean Distance

When two or more observations are redundant, the Euclidean distance (ED) is em-
ployed as a dissimilarity metric to keep only one observation. Additionally, among the m
measurement variables, we extract the most relevant data information using the suggested
reduced KPCA (RKPCA) approach. The KPCA model is constructed using the retained
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observations as a new data matrix [31]. On the other hand, the computed dissimilarity
matrix D for all pairs of samples whose elements are dij, i, j = 1 . . . n is provided by:

D =


d11 d12 . . . d1n
d21 d22 . . . d2n

...
...

...
...

dn1 dn2 . . . dnn

 (21)

for a given data matrix X with n samples and m process variables, where dij represents the
Euclidean distance between the rows xi and xj of the data matrix X. Thus, dij is given by:

dij =

√
m

∑
k=1

(xik − xjk)2 (22)

D is a symmetric matrix as a result, and its diagonal elements are null. All measure-
ment redundancy in the original matrix is eliminated based on the dissimilarity distance.
This in turn contributes significantly to reducing the number of measurements.

2.4.2. Reduced KPCA Based on Hierarchical K-means Clustering

The hierarchical K-means (HK-means) clustering strategy was developed to reduce the
number of training samples. Therefore, the K-means clustering metric is used to establish
reduced data of new centers or vectors to accurately represent the original data [32].
Moreover, when using the K-means approach, each observation is assigned to the cluster
with the closest distance from the centroid cluster. K-means clustering is aimed at improving
the quality of the cluster results given by agglomerative hierarchical clustering. When the
number of samples is large, the HK-means approach is employed to reduce the computation
time. The advantages of the hierarchical and K-means are combined in this method [33]. The
number of clusters is initially determined using the hierarchical technique. Then, to improve
the classes and optimize them, it employs the latter for K-means clustering. Additionally,
the cluster analysis utilizes a clustering algorithm. It aims to establish a cluster hierarchy
that is typically represented as a tree diagram called a dendrogram [33]. Divisive and
agglomerative hierarchical clustering are the two different types of hierarchical clustering.
A single cluster is given to every observation in the divisive hierarchical technique. The
cluster is then divided into two same clusters. Finally, after each cluster is recursively
performed, a cluster is defined for each sample. In the agglomerative hierarchical technique,
each observation is initially treated as a single-element cluster. Therefore, a new aggregate
cluster is created by joining the two nearby clusters. Therefore, this procedure is repeated
until all observations are portions of a single large cluster. Different metrics can be used to
calculate the distance between two clusters. The Ward’s linkage distance is employed in
our work. Thus, by the use of the agglomerative hierarchical clustering, the Nr clusters are
obtained: {c1

′, c2
′, . . . , cNr

′}; xj ∈ ci
′; j = 1 . . . , ni

′, and i− 1, . . . , Nr, where ni
′ denotes

the number of samples in ci
′. The aim of the K-means clustering is to partition the Nr

clusters into Nr disjoint clusters. The clusters are partitioned up so that the squared error
between a cluster’s empirical mean and its points is as small as possible.

E =
Nr

∑
i=1

∑
xj∈ ci

∥∥xj −Mi
∥∥2 (23)

The following equation defines the calculation of centroid Mi of cluster ci:

Mi = ∑
xj∈ ci

xj

ni
(24)
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By the use of the HK-means, the input dataset is calculated as follows:

Xr =
[
x1
′ x2

′ . . . xNr
′]T (25)

with
xi
′ =

1
ni

∑
j∈ cj

xj, i = 1, . . . , Nr (26)

with xj ∈ Rm, j = 1, . . . , ni and Nr = l + 1
The following equation defines the mapping of Xr.

Xr =
[
φ(x1

′) φ(x2
′) . . . φ(xNr

′)
]T ∈ <Nr×h (27)

The obtained reduced kernel Kr ∈ <Nr×Nr is obtained:

Kr = Xr (Xr)
T

=


k(x1

′, x1
′) . . . k(x1

′, xNr
′)

.

.

.
.

.

.

.
k(xNr

′, x1
′) . . . k(xNr

′, xNr
′)

 (28)

The the eigenvalue αr and the eigenvector λr of the new reduced kernel matrix are
depicted below:

λ′α′ = krα′ (29)

By extracting and selecting the more pertinent features, the data’s dimensional re-
duction are obtained. Thus, the determination of these relevant features can be calculated
as follows:

t = Λ−1/2PTk(x) (30)

with P = [α1
′, . . . , αl

′] denoting the l principal eigenvectors of Kr which correspond to
the largest eigenvalues Λ′ = diag {λ1

′, . . . , λl
′}. Therefore, several methods have been

deployed for the selection of the principal components. The cumulative percent variance
(CPV) criterion was applied in this study.

2.4.3. Fault Diagnosis Based on the RKPCA-Based BiLSTM Algorithm

The proposed RKPCA-based BiLSTM (RKPCA-BiLSTM) strategy involves three major
steps: data size reduction, feature extraction/selection, and fault diagnosis. The main goal
of the developed RKPCA-BiLSTM approach is to reduce the complexity and overburden
of the BiLSTM classifier, thereby reducing the computation time, which represents an
inevitable and crucial challenge in the fault detection and diagnosis domain. Unlike the
classical diagnosis techniques, which apply the raw data to the neural network directly, our
methodology pre-processed the data and then reduced the training dataset by keeping only
the non-redundant, most informative, and pertinent information in order to reduce the
computation time, thereby speeding up the convergence of the neural network and may
helping to enhance the classification accuracy. In brief, the obtained new data are fed to the
KPCA technique after the size reduction stage using Euclidean distance or hierarchical K-
means (HK-means) clustering in order to extract the multivariate, statistical, and nonlinear
features. Then, the achieved features are fed as input to the BiLSTM classifier in order to
detect, classify, and distinguish between the diverse faulty operating modes that may occur
in the WEC systems. Figure 3 shows the block diagram that summarizes the various steps
of the suggested approach for FDD purposes.
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Figure 3. The steps of the proposed approach for fault diagnosis.

The reduced KPCA-BiLSTM algorithm is divided into two phases: the training phase
and the testing phase. The detailed descriptions are depicted in the following Algorithm 1:

Algorithm 1 Reduced KPCA-based BiLSTM algorithm.

Input: n×m data matrix Xi, i = 1, 2, . . . , n
Training phase
1. Standardize the training dataset,
2. Reduce the size of the training dataset using ED/HK-means clustering,
3. Map the reduced matrix into the features space,
4. Determine the reduced kernel matrix,
5. Extract and select the more pertinent features using reduced KPCA models,
6. Classify the faults using BiLSTM classifier,
7. Make out the classification model.
Testing phase
1. Standardize the testing dataset using the mean and the variance computed in the
training state,
2. Calculate the kernel vector,
3. Extract and select the features using the reduced KPCA model,
4. Classify the faults using the BiLSTM classifier,
5. Provide the prediction model,
6. Obtain the fault diagnosis results.
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2.5. Process Description

A wind turbine system is a complicated electromechanical device that transforms wind
energy into electrical energy. This research considers a squirrel cage induction generator
(SCIG)-based variable-speed wind turbine, as depicted in Figure 4.

Figure 4. Variable-speed wind turbine based on a SCIG and converter topology.

This structure allows for infinitely variable speed operation. No matter how quickly
the machine rotates, the generated voltage is rectified and turned into direct voltage
and current. As a result, the control for the grid-side converter helps with providing an
alternating voltage with a fixed frequency that refers to the grid. The nominal power of
the generator determines the maximum power produced by the turbine. The grid-side
generator for this structure is based on an insulated gate bipolar transistor (IGBT), whose
structure is identical to the grid-side converter’s. Table 1 displays the characteristics of the
wind turbines.

Table 1. Parameters for the wind turbine [25].

Parameters Nomenclature Values

Nominal Power of turbine Ptn 15 kW
Moment of inertia of turbine Jt 1000 kgm2

Stator resistance Rs 0.087 Ohm
Stator leakage inductance Is 0.8 mH

Rotor resistance Rr 0.228 Ohm
Rotor resistance Rr 0.228 Ohm

Rotor leakage inductance Ir 0.8 mH
Magnetizing inductance Lm 34.7 mH

Number of poles P 4
Moment of inertia of generator Jg 0.2 kgm2

The next section presents the performance evaluation of the developed technique.

3. Simulation and Discussion
3.1. Input Data Description

WEC systems are subject to various faults and failures that can lead to losses in ef-
ficiency and performance, ultimately resulting in the system’s destruction and damage.
According to statistical studies, printed circuit boards (PCB), capacitors, and power semi-
conductor devices (IGBT) are the major parts of wind power converters that are susceptible
to failure. One of the main causes of converter faults is a fault in a power semiconductor de-
vice. There are two types of common faults in power semiconductor devices: short-circuit
(SC) faults and open-circuit (OC) faults. Power semiconductor device fault mechanisms
have been addressed in several literary works, as illustrated in Figure 5.
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Figure 5. Mechanisms and types of power semiconductor devices.

Power semiconductor device faults in wind power converters are mostly caused
by the following: Firstly, the instantaneous voltage or current of power converters can
be excessively high when a wind turbine is activated or suffers from powerful gusts.
Secondly, heat dissipation performance degradation and fatigue accumulation of a power
semiconductor may result in device damage during a lengthy period of operation in wind
power converters. Finally, in wind farms, corrosive gases, moisture, and dust can cause
abnormal operation or catastrophic defects in power semiconductor devices [34]. For
wind power converters, both SC and OC faults in power semiconductor devices can cause
significant and serious damage and harm.

To ensure a comprehensive study and global analysis, various fault situations were
injected at various locations and on different sides (generator-side converter and grid-side
converter), as illustrated in Table 2.

Table 2. Descriptions of the different labeled faults injected into the system.

Fault Type and
Side

Symbol Fault Description

Fault1: Short circuit that affects only one High IGBT (HIGBT) in the first Arm of the converter
generator side.

Simple fault Gener-
ator side

SFGen Fault2: Open circuit that affects only one Low IGBT (LIGBT) in the second Arm of the converter
generator side.
Fault3: Open circuit that affects only one High IGBT in the third Arm of the converter generator side.

Fault4: Open circuit that affects only one Low IGBT in the first Arm of the converter grid side.
Simple fault grid
side

SFGrid Fault5: Short circuit that affects only one High IGBT in the second Arm of the converter grid side.

Fault6: Short circuit that affects only one Low IGBT in the third Arm of the converter grid side.

Multiple fault gen-
erator side

MFGen Fault7: Short circuit that affects only one Low IGBT in the first Arm of the converter generator side
and Open circuit that affects only one High IGBT in the second Arm of the converter generator side.

Multiple fault grid
side

MFGrid Fault8: Short circuit that affects only one Low IGBT in the first Arm of the converter grid side and
Open circuit that affects only one High IGBT in the second Arm of the converter grid side.

Mixt fault both side MxF Fault9: Short circuit that affects only one Low IGBT in the first Arm of the converter generator side
and Open circuit that affects only one High IGBT in the second Arm of the converter grid side.
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Ten variables were measured at several locations. The measured variables are illus-
trated in Table 3.

Table 3. Labeling and descriptions of the measured and monitored system variables.

Variables Descriptions

x1 Cm: Mechanical torque (Nm)
x2 Ng: Generator speed (tr/m)
x3 isag: Generator current phase a (A)
x4 isbg: Generator current phase b (A)
x5 iscg: Generator current phase c (A)
x6 VDC: Bus voltage (V)
x7 Pout: Output power (W)
x8 isar: Grid current phase a (A)
x9 isbr: Grid current phase b (A)
x10 iscr: Grid current phase c (A)

Figure 6 shows the output power (x7) behavior for different scenarios, such as the
healthy scenario and different faulty operating modes (modes 3 and 9).
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Figure 6. Output power for different scenarios.

It can be seen from Figure 6 that the output power in the healthy case is almost
constant (around 10,000 W). However, it is clear that when a fault is injected, as depicted,
for instance, in fault 3 and fault 9, the same level of power is found with oscillations, which
clearly proves that faults can affect and impact the behavior of the system.

3.2. Fault Diagnosis Results

The operation of the WEC system represents one healthy case which is assigned to a
class (C0) and nine diverse faulty scenarios assigned to (C1, C2, . . . , and C9), as shown in
Table 4. In total, 12,500 samples were used to adequately depict each mode’s behavior. In
the training phase, we employed 80% of the samples, and in the testing phase, 20%.
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Table 4. Construction of database for the fault detection and diagnosis system.

Class State Training Data Testing Data

C0 Healthy 10,000 2500

C1 10,000 2500
C2 SFGen 10,000 2500
C3 10,000 2500

C4 10,000 2500
C5 SFGrid 10,000 2500
C6 10,000 2500

C7 MFGen 10,000 2500

C8 MFGrid 10,000 2500

C9 MxF 10,000 2500

Several machine learning and deep learning classifiers were used in this study, and the
best one was selected on the basis of its efficiency and classification accuracy (please refer
to Table 5). The optimal hyper-parameters employed in the current study are illustrated in
Table 6.

To maintain and select the retained KPCs, a 95% cumulative variance criterion was
used. Note that 52 and 25 retained KPCs were obtained for the RKPCAHK−means clustering
and RKPCAED, respectively.

Table 5. Performance comparison of classification techniques.

Methods
Global Performance

Accuracy Recall Precision F1 Score CT(s)

ANN 67.98 67.98 68.48 68.22 0.17

MNN 70.13 70.13 71.54 70.82 0.29

CFNN 68.14 58.14 65.81 61.73 0.40

FFNN 64.76 64.76 63.47 64.10 0.37

GRNN 69.79 69.79 70.80 70.29 0.64

PNN 10.72 10.72 11.12 10.91 1.34

RNN 64.68 55.58 66.20 60.42 0.32

CNN 28.19 28.19 28.19 28.19 1.19

LSTM 80.68 82.64 80.99 81.80 1.19

BiLSTM 83.52 83.52 83.52 83.52 1.40

KPCA-BiLSTM 98.80 98.80 98.46 98.62 2.26

The number of hidden layers chosen was 10, and the number of neurons in each
hidden layer was 50 for the ANN, MNN, FFNN, CFNN, GRNN, PNN, and RNN classifiers.
We used a convolution layer, Relu function, pooling layer, fully connected layer, and
softmax layer for the CNN classifier. Additionally, to train the neural network, the CNN
employed the cross-entropy loss function and the Adam optimization algorithm. A Matlab
environment was used to implement these different classifiers.

It is evident that the KPCA-BiLSTM classifier offers better classification performance.
In order to reduce the computation time (2.26 s) and thereby the complexity, and speed
up the BiLSTM classifier (and perhaps further enhance and improve the classification
accuracy), an efficient FDD-approach is proposed using RKPCA-based BiLSTM, in which
the training dataset is reduced using the ED or the HK-means clustering tools, and then the
new reduced dataset is fed to the KPCA technique in order to extract and select the most
informative features. The extracted features are then introduced to the BiLSTM to classify
faults and distinguish between the diverse operating modes.
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Table 6. Hyperparameter settings.

Hperparameters Values

Optimizer Adam
Loss function Cross entropy
Dropout 0.2
Learning rate 0.001
Regularizer L2
MaxEpoches 20
Mini batch size 250
BiLSTM layer nodes 50

Typically, there are two main categories of feature selection strategies: supervised
techniques and unsupervised techniques. All of the following are considered as supervised
techniques: relief [35], Fisher score [36], Chi-squared score [37], correlation-based feature
selection [38], and fast correlation-based filter [39].

The variance [40]; mean [40]; kurtosis [41]; skewness [41]; mean absolute differ-
ence [41], dispersion ratio [41]; multicluster feature selection [42]; Laplacian score [43],
Laplacian score combined with distance-based entropy [43]; and multivariate and uni-
variate statistical methods, such as the T2 statistic [44], squared prediction error (SPE)
statistic [45], combined index φ [46], and generalized likelihood ratio [47], are the most
popular unsupervised methods.

In this work, SPE, φ, sampled variance, mean, skewness, and kurtosis metrics were
used for feature selection. Therefore, in order to achieve a global study, we compare the
sampled mean, kurtosis, skewness, and variance metrics; the retained KPCs in terms of
efficiency and classification accuracy; and the performance of their combination, in order
to study which features are better than others.

The accuracy results show that kurtosis, skewness, mean, and variance are not ideal
features; for example, the kurtosis, variance, and skewness accuracy were 11.44%, 10%,
and 35.75%, respectively (through the use of RKPCAHK−means). In order to increase the
efficiency of these features, a combination of them with the `-retained KPCs was applied in
this study. The description of the used groups are illustrated in Table 7.

Table 7. Selected features for fault diagnosis.

Groups Descriptions

group1 SPE and φ indices
group2 skewness and the ` retained KPCs
group3 kurtosis and the ` retained KPCs
group4 variance and the ` retained KPCs
group5 mean and the ` retained KPCs
group6 The first ` KPCs

More details on the performance for different groups are presented in Table 8. The
obtained number of the reduced samples represents a ratio of 25% of the training dataset,
by the use of the RKPCAHK−means and the RKPCAED.
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Table 8. Performance comparison of different groups used.

Group Label Group Description
Global Performance

Accuracy Recall Precision F1 Score CT(s)

group1
RKPCAED 30 30 30 30 0.70

RKPCAHK−means 40 40 40 40 0.98

group2
RKPCAED 71.39 80 71.39 75.45 0.53

RKPCAHK−means 51.05 51.05 51.05 51.05 0.84

group3
RKPCAED 61.51 61.51 61.51 61.51 0.96

RKPCAHK−means 61.97 61.97 61.97 61.97 0.64

group4
RKPCAED 50 50 50 50 0.95

RKPCAHK−means 50.24 50.24 50.24 50.24 0.71

group5
RKPCAED 81.50 81.50 81.50 81.50 0.93

RKPCAHK−means 51.71 51.71 51.70 51.70 0.96

group6
RKPCAED 100 100 100 100 0.57

RKPCAHK−means 100 100 100 100 0.28

As we can see in Table 8, the RKPCAED and the RKPCAHK−means models were attained
and required the best diagnosis results with 100% accuracy by the use of the sixth group
(the first ` KPCs).

It can be seen from Table 9 that the proposed RKPCA-based-BiLSTM approach clearly
reduces the computation time from 2.26 to 0.57 s or 0.28 s through the use of the RKPCAED
or RKPCAHK−means clustering, respectively. This accelerates the BiLSTM classifier and
slows down its convergence, and improves and increases the fault classification accuracy
by achieving and attaining a perfect result of 100%. The testing classification results using
the confusion matrix for RKPCAED and RKPCAHK−means approaches are the same.

Table 9. Performance comparison of different techniques.

Techniques
Global Performance

Accuracy Recall Precision F1 Score CT(s)

BiLSTM 83.52 83.52 83.52 83.52 1.40

KPCA-BiLSTM 98.80 98.80 98.46 98.62 2.26

RKPCAED-BiLSTM 100 100 100 100 0.57

RKPCAHK−means-BiLSTM 100 100 100 100 0.28

The confusion matrix represents the misclassified and the correct observations for both
healthy and different faulty scenarios. Predicted process statuses and the true classes were
determined by the x-axis and y-axis, respectively.

We can see from this confusion matrix (Table 10) that for the healthy (C0) and faulty
cases (C1, C2,... C9), the two suggested methodologies correctly identified 2500 samples
from 2500 (true positive), which means that the numerous scenarios are well and correctly
classified, and the misclassification rate is 0%.

One can conclude that the suggested methods achieved the best overall performance
with an accuracy of 100%. Therefore, the proposed methodologies are considered as perfect
alternatives for fault classification due to their high accuracy and reliability.
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Table 10. Confusion matrix for RKPCAED and RKPCAHK−means-clustering-based BiLSTM in test-
ing phase.

True Classes
Predicted Classes

Recall
C0 C1 C2 C3 C4 C5 C6 C7 C8 C9

C0 2500 0 0 0 0 0 0 0 0 0 100

C1 0 2500 0 0 0 0 0 0 0 0 100

C2 0 0 2500 0 0 0 0 0 0 0 100

C3 0 0 0 2500 0 0 0 0 0 0 100

C4 0 0 0 0 2500 0 0 0 0 0 100

C5 0 0 0 0 0 2500 0 0 0 0 100

C6 0 0 0 0 0 0 2500 0 0 0 100

C7 0 0 0 0 0 0 0 2500 0 0 100

C8 0 0 0 0 0 0 0 0 2500 0 100

C9 0 0 0 0 0 0 0 0 0 2500 100

Precision 100 100 100 100 100 100 100 100 100 100 100

4. Conclusions

Efficient fault detection and diagnosis (FDD) methods for wind energy conversion
systems were proposed in this paper. Unlike the classical diagnosis techniques, which
apply the raw data directly to a neural network, our strategies (RKPCAED-based BiLSTM
and RKPCAHK−means-clustering-based BiLSTM) improve on the traditional BiLSTM and
preprocess the data by reducing the number of samples in the data matrix to build the
reduced reference model, extracting multivariate and nonlinear features, and selecting
the most pertinent and informative characteristics. In order to evaluate the classification
performance, the suggested FDD techniques were compared to other traditional meth-
ods, including ANN, MNN, CFNN, FNN, GRNN, PNN, CNN, RNN, and LSTM. The
recommended methods are utilized in order to reduce the dimensions of data, which can
accelerate the neural network’s convergence and reduce the computation time (from 2.26 to
0.28 s) and the memory space, and also increase the classification accuracy (100% accuracy).
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Abbreviations
The following abbreviations are used in this manuscript:

FDD Fault Detection and Diagnosis
FES Feature Extraction and Selection
PCA Principal Component Analysis
KPCA Kernel Principal Component Analysis
RKPCA_ED Reduced Kernel Principal Component Analysis via Euclidian distance
RKPCA_HK-means Reduced Kernel Principal Component Analysis via Hierarchical K-means
ANN Artificial Neural Network
MNN Multilayer Neural Network
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CFNN Cascade forward Neural Network
NN Neural Network
RNN Recurrent NN
FFNN Feed-Foward NN
MNN Multiple Layers NN
GRNN Generalized Regression NN
PNN Probabilistic Neural Network NN
LSTM Long Short Term Memory
BiLSTM Bidirectional Long Short Term Memory
CNN Convolutional Neural Network
` Number of retained PCs
CPV Cumulative Percentage of Variance
CT Computation Time
CM Confusion Matrix
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