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Abstract

The rapid increase in network security threats necessitates the development of effec-

tive intrusion detection model capable of identifying and mitigating malicious activities.

This approach presents the development and evaluation of an intrusion detection model

utilizing various machine learning algorithms that provide a potential pathway for at-

tacks detection. The model is designed to detect and mitigate malicious activities within

a network environment. To train and test the machine learning models, a comprehensive

dataset sourced from Kaggle is employed, encompassing a wide range of attack scenarios

and normal network behaviors. The models are evaluated using classification evaluation

metrics such as accuracy, precision, and recall, demonstrating their capability to accu-

rately classify instances and identify potential threats. The primary objective of this

approach is to enhance the detection of attacks irrespective of their types, while minimiz-

ing the occurrence of false positives. The results obtained highlight the effectiveness of

the intrusion detection model in providing a proactive network security solution, enabling

timely detection and response to malicious activities. The findings of this project con-

tribute to the field of intrusion detection, paving the way for improved security measures

in network environments.

Keywords : Intrusion detection, Machine learning, Classification, Security.
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General Introduction

Context

In today’s interconnected world, the security of computer networks is of utmost im-

portance. With the increasing sophistication of cyber-attacks and the potential for sig-

nificant damage, organizations are actively seeking advanced solutions to protect their

systems and sensitive data. One such solution is an Intrusion Detection System (IDS),

which plays a crucial role in identifying and mitigating potential security breaches. Tra-

ditionally, IDSs relied on rule-based approaches and signature-based detection methods,

which were limited in their ability to handle evolving and complex attack patterns. How-

ever, with the advancements in machine learning techniques, IDSs can now leverage the

power of artificial intelligence to detect and respond to a wide range of network intrusions.

The primary objective of this project is to design and implement an Intrusion Detection

System using machine learning algorithms.

Problematic and Objectives

The ever-increasing sophistication of cyber-attacks poses a significant challenge for

organizations in protecting their computer networks and sensitive data. Traditional rule-

based and signature-based Intrusion Detection Systems (IDSs) often struggle to keep up

with the evolving attack techniques, leading to potential security breaches and data loss.

Therefore, there is a critical need for advanced intrusion detection techniques that can

effectively detect and respond to emerging threats in real-time. The problem addressed

in this project is to design and implement an efficient and accurate Intrusion Detection

System using machine learning algorithms. The goal is to develop a system that can
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General Introduction

autonomously analyze network traffic, identify anomalous behavior, and classify it as

either normal or malicious. By leveraging the power of machine learning, we aim to

improve the detection capabilities of IDSs, reducing false positives and false negatives,

and enabling timely response to potential security incidents.

Report organization

This project is organized into three main chapters, each focusing on a specific aspect

of the research topic ”Machine Learning-Based approaches for Intrusion Detection”.

In the first chapter, we will present a general study about Intrusion Detection System

(IDS), importance in network security, and the challenges faced in detecting and prevent-

ing intrusions. We will Discuss different types of IDS, including Host based IDS, Network

based IDS, and Application based IDS, highlighting their strengths and limitations. We

Provides an overview of common network attacks, such as Denial of Service, Botnet and

Virus. In the final section, we will address the evolution of Intrusion Detection Systems.

In the second chapter, we provide a comprehensive introduction to machine learn-

ing, its principles, and its role in building intelligent systems. We discuss the two main

types of machine learning: supervised and unsupervised learning. We review also various

supervised learning algorithms, such as logistic regression, decision trees, random for-

est, and k-nearest neighbors (KNN), highlighting their characteristics and applications.

We will even cover unsupervised learning algorithms, including clustering algorithm and

association rule mining.

The last chapter includes the data exploration and the data preprocessing part where

we will describe the NSL-KDD dataset in the study, its features, and statistical analysis

of the data. Provides insights into the distribution of features, class imbalance, and

correlations. We Discuss the steps taken to preprocess the dataset, including handling

missing values, scaling numerical features, encoding categorical variables, and handling

class imbalance. We address to the results and discussions obtained from the models

described in the second chapter and in the last part, we will have our summary of findings

obtained from the research.
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Chapter 1

Introduction to Intrusion Detection

System
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Chapter 1. Introduction to Intrusion Detection System

1.1 Introduction

In the current chapter, we will explain several terms and definitions relations to our

theme that we found necessary to know for a good understanding of the subject.

The figure 1.1 shows an example of network that can be attacked:

Figure 1.1: Attack Network [1]

1.2 Definitions

1.2.1 Intrusion

Intrusion refers to the act of unauthorized access, entry, or penetration into a com-

puter system, network, or device. An intrusion can be intentional or unintentional and

may involve theft, damage, or alteration of data or resources. Intrusions can be carried

out by individuals, groups, or automated systems, such as malware or viruses. The detec-

tion and prevention of intrusions are important for maintaining the security and integrity

of computer systems and networks[2].

4



Chapter 1. Introduction to Intrusion Detection System

1.2.2 Intrusion Detection

Intrusion detection is the process of identifying unauthorized access or activity on a

computer system or network. It involves monitoring the system or network for suspicious

behavior, such as attempts to access restricted resources or changes to system configura-

tions. It is a complete security approach that provides a wide range of intrusion detection

capabilities to help administrators secure and monitor their network environments against

threats [3].

1.2.3 Intrusion Detection System

Intrusion Detection System (IDS) is a system that monitors and analyzes data to

detect any intrusion in the system or network. Intrusion detection systems are hardware

and software systems that monitor events occurred on computers and computer networks

in order to analyze security problems.

An intrusion detection system is referred as burglar alarm. For example the lock

system in the house protects the house from theft. But if somebody breaks the lock

system and tries to enter into the house, it is the burglar alarm that detects that the lock

has been broken and alerts the owner by raising an alarm. The number and severity of

these attacks has been increasing continuously. Consequently Intrusion detection systems

have become an integral part of the security infrastructure of organizations [4].

1.3 Intrusion detection types

IDS can be classified into three major categories:

• Host based IDS ( HIDS)

• Network based IDS (NIDS)

• Application based IDS (APIDS)
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Chapter 1. Introduction to Intrusion Detection System

The figure 1.2 shows Intrusion Detection types diagram:

Figure 1.2: Intrusion Detection System Types [5]

1.3.1 Host based IDS

Host based IDS views the sign of intrusion in the local system. For analysis, they use

host system’s logging and other information. Host based handler is referred as sensor.

Other sources, from which a host-based sensor can obtain data, include system logs and

other logs generated by operating system processes and contents of objects not reflected

in standard operating system audit and logging mechanisms. Host based system trust

strongly on audit trail.

The information allows the intrusion detection system to spot subtle patterns of

misuse that would not be visible at a higher level of abstraction. A host-based IDS

provides much more relevant information than Network-based IDS.

HIDS are used efficiently for analyzing the network attacks, for example, it can some-

times tell exactly what the attacker did, which commands he used, what files he opened,

rather than just a vague accusation and there is an attempt to execute a dangerous

command. It is less risky to configure [2].

Advantages of Host based IDS

• It verifies success or failure of an attack

• Monitors System Activities

6
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• Detects attacks that a network based IDS fail to detect

• Near real time detection and response

• Does not require additional hardware

• Lower entry cost [6]

The figure 1.3 shows a Host-based Intrusion Detection System:

Figure 1.3: Host-based Intrusion Detection System [7]

1.3.2 Network based IDS

Network based IDS systems collect information from the network itself rather than

from each separate host. The NIDS audits the network attacks while packets moving

across the network. The network sensors come equipped with attack signatures that are

rules on what will constitute an attack and most network-based systems allow advanced

users to define their own signatures. Attack on the sensor is based on signature and they

are from the previous attacks and the operation of the monitors will be transparent to

the users and this is also significant.

The transparency of the monitors decreases the likelihood that an adversary will

be able to locate it and nullify its capabilities without the efforts. Network Node IDS

(NNIDS) agents are deployed on every host within the network being protected [8].
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The figure 1.4 shows a Newtork-based Intrusion Detection System:

Figure 1.4: Network-based Intrusion Detection System [9]

1.3.3 Application Protocol based IDS

Application Protocol based IDS will check the effective behavior and event of the

protocol. The system or agent is placed between a process and group of servers that

monitors and analyzes the application protocol between devices [10].

1.4 Intrusion Detection Methods

We have two major categories of intrusion detection systems, which include signature

based intrusion detection and anomaly based intrusion detection.

1.4.1 Signature based Intrusion Detection method

Signature based intrusion detection is termed as misuse detection. In this detection

approach, user’s activities are compared with the attackers’ known behaviors, to penetrate

a system or network. In misuse detection, gathered information is analyzed and compared

with large databases for attack signatures. The positive side of misuse IDS is the ability to

detect known attacks with great precision. In general, they have a high rate of detection

and low rate of false alarms compared to anomaly-based systems.
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One approach to this detection is the use of arachNIDS (Advanced Reference Archive

of Current Heuristics for Network Intrusion) which has a small signature for each attack[11].

The figure 1.5 shows the Signature and Anomaly-Based Intrusion Detection system

diagram:

Figure 1.5: Signature, Anomaly-Based IDS [12]

1.4.2 Anomaly based Intrusion Detection method

The anomaly-based technique stores the normal behavior of a user in a database and

compares it with the current behavior of the user. If there is a substantial difference, then

there is something wrong or abnormal. The major advantage of anomaly detection is that

it does not require information of known attacks, and thus they can detect new forms of

attacks. It has a high rate of false alarm compared to misuse-based IDS.

One approach to this detection is the use of MIDAS (Multics Intrusion Detection and

Alerting System), it’s an expert system which consists a set of knowledge base and set of

rules. Each time a user action occurs, it will be added to the knowledge base [13].
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1.5 Common Types of Network Attacks

Without security measures and controls in place, your data might be subjected to an

attack. Some attacks are passive, meaning information is monitored; others are active,

meaning the information is altered with intent to corrupt or destroy the data or the

network itself. In the rest of this section, we present some network attacks [14].

1.5.1 Denial Of Service DOS

Denial of Service (DoS) is a type of cyber-attack that aims to disrupt the normal

functioning of a computer system, network, or website. The goal of a DoS attack is to

overwhelm the targeted system with a flood of traffic, requests, or data, making it unable

to respond to legitimate requests and causing it to crash or become unavailable [15].

DoS attacks can be launched in different ways, including flooding a network with

traffic from multiple sources (Distributed Denial of Service or DDoS), exploiting vulner-

abilities in software or hardware, or sending malformed data packets to crash specific

services [15].

The impacts of DoS attacks can range from minor disruptions to critical service

outages, leading to financial losses, reputational damage, and legal consequences. To

prevent DoS attacks, organizations need to implement robust security measures, such

as firewalls, intrusion detection systems, load balancers, and content delivery networks,

among others [16].

1.5.2 Botnet

Botnets are often created by infecting computers or devices with malware, which

allows the attacker to take control of the infected machines remotely [17].

Once a botnet is established, the attacker can use it to perform a variety of malicious

activities, such as launching Distributed Denial of Service (DDoS) attacks, sending spam

or phishing emails, stealing sensitive information, or distributing more malware. Because

botnets are composed of numerous machines, they can generate large volumes of traffic

or spam, making them difficult to detect and mitigate.
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Botnets can be created using a variety of methods, such as exploiting vulnerabilities

in software or hardware, tricking users into downloading and installing malware, or using

brute force attacks to guess passwords. To prevent botnets, it is important to keep

software and systems up-to-date with security patches, use strong and unique passwords,

and use antivirus software and firewalls to detect and block potential threats [18].

1.5.3 Virus

A computer virus is a type of malicious software that infects a computer system or

device by replicating itself and modifying other software without the user’s consent or

knowledge. The primary goal of a computer virus is to cause harm to the system, steal

sensitive data, or gain unauthorized access to resources [19].

1.6 Intrusion Detection System Hardware:

An intrusion detection system (IDS) is a security solution that can take the form

of a hardware device or a software application, operating in the application layer of the

network, it detects real-time traffic and searches for attack signatures or traffic patterns,

then sends out alarms and this is done through [20]:

• System file comparisons against malware signatures.

• Scanning processes that detect signs of harmful patterns.

• Monitoring user behavior to detect malicious intent.

• Monitoring system settings and configurations.
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The figure 1.6 shows an hardware architecture of Intrusion Detection System:

Figure 1.6: Hardware architecture of Intrusion Detection System [21]

1.7 Intrusion Detection System Evolution

In the last few years, the ID field has grown considerably and therefore a large number

of IDS have been developed to address specific needs. The initial ID systems were once

anomaly detection tools but today, misuse detection tools dominate the market. With an

increasingly growing number of computer systems connected to networks, ID has become

a necessity. To help solve the knowledge-based problems, workshops have been held every

year for the past four years to share information related to ID.

The as we topics are quite varied every year and they cover a wide range of subjects

such as Lesson Learned, IDS and Law, Modeling Attacks, Anomaly Detection, etc. These

12
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workshops main objective are to find new solutions to new and challenging problems. The

problems, the as we community are now facing are high-speed networks and switching.

The goal is to frustrate attackers by using an IDS architecture invisible to attackers’

normal means of mapping a network. The most common way of accomplishing this “invis-

ibility” is by restricting the communication allowed between different security components

on a private network [22].

1.8 Conclusion

In conclusion, the first chapter of this project provided a comprehensive overview of

Intrusion Detection Systems (IDS) and various types of attacks commonly encountered

in computer networks. We began by introducing the concept of intrusion detection and

its significance in ensuring the security and integrity of network systems. We discussed

the two primary categories of IDS: network-based intrusion detection systems (NIDS) and

host-based intrusion detection systems (HIDS). Furthermore, we delved into the different

types of attacks that pose threats to network security. We examined some of the most

prevalent attack types, including Denial of Service (DoS) attacks, Distributed Denial of

Service (DDoS) attacks, Botnet and Virus. By familiarizing ourselves with the various

types of IDS and common attack vectors, we have gained a solid foundation for building

effective intrusion detection systems. This knowledge will serve as a basis for the subse-

quent chapters, where we will delve into the application of machine learning techniques

for intrusion detection. In the following chapter, we will shift our focus towards machine

learning and its techniques.
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Introduction to machine learning
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2.1 Introduction

A intrusion detection system based on anomaly detection controls system activities

in order to classify them as normal or abnormal. It proceeds to build profiles of normal

behavior for user activities and to observe significant deviations from the current user

activity compared to the established normal form. To be able to formalize the normal

behavior of a system, several methods have been used. This chapter will be devoted to a

general presentation of these different approaches.

2.2 Machine Learning

Machine learning is a multi-disciplinary field having a wide-range of research domains

reinforcing its existence. The simulation of ML models is significantly related to Compu-

tational Statistics whose main aim is to focus on making predictions via computers. It

is also co-related to Mathematical Optimization which relates models, applications and

frameworks to the field of statistics. Real world problems have high complexity which

make them excellent candidates for application of ML. Machine learning can be applied

to various areas of computing to design and program explicit algorithms with high perfor-

mance output, for example, email spam filtering, fraud detection on social network, online

stock trading, face and shape detection, medical diagnosis, traffic prediction, character

recognition and product recommendation amongst others. The field of machine learning

involves building a model from data using an algorithm. This model will generalize as

best as possible by representing or approximating the data. Depending on the input data

given to it, it can predict unknown data as well as better understand existing data. [23]

2.3 Machine learning paradigms

Depending on how an algorithm is being trained and on the basis of availability of the

output while training, machine learning paradigms can be classified into ten categories

but the most ones used are supervised learning and unsupervised learning which will be

explained in the following subsections.
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2.3.1 Supervised learning

In supervised learning, The algorithm learns to map the input data to the correct

output by iteratively adjusting its internal parameters until it can accurately predict the

correct output for new input data. Supervised learning is used in a variety of applications

such as image recognition, natural language processing, and speech recognition. We can

deduce two many types of supervised learning: Classification and regression, and several

algorithms used such as decision trees, support vector machines (SVMs), and neural

networks [24].

Classification

The Classification algorithm is a supervised learning technique that is used to iden-

tify the category of new observations on the basis of training data. Mathematically, a

program learns from the given dataset or observations and then classifies new observation

into a number of classes or groups. Such as, Yes or No, 0 or 1, Spam or Not Spam, cat

or dog, etc. Classes can be called as targets/labels or categories. In classification algo-

rithm, a discrete output function(y) is mapped to input variable(x). y= f(x), where y=

categorical output. In the following, we summarize the common classification problems

[25].

• Binary classification

It refers to the classification tasks having two class labels such as “true and false”

or “yes and no”. In such binary classification tasks, one class could be the normal state,

while the abnormal state could be another class. For example ”attack detected”, ”attack

not detected” are considered as binary classification [26].

• Multi-class classification

Traditionally, this refers to those classification tasks having more than two class labels.

The multi-class classification does not have the principle of normal and abnormal out-

comes, unlike binary classification tasks. Multiclass classification aims to classify instances

into three or more distinct classes, unlike binary classification, where the goal is to sepa-

rate instances into two classes. It requires the use of algorithms and techniques that can

16



Chapter 2. Introduction to machine learning

handle multiple classes simultaneously, enabling the prediction of the most appropriate

class label for each instance based on its features. For example, in image recognition prob-

lems, the task of multiclass classification could involve identifying various objects such as

cats, dogs, birds, and cars. The algorithm would analyze the features of each image and

assign it to the most appropriate class label. The goal of multiclass classification is to

achieve accurate and reliable classification across all classes, it facilitates in depth analysis

and decision-making in complex classification problems [27].

• Multi-label classification

In machine learning, multi-label classification is an important consideration where

an example is associated with several classes or labels. Thus, it is a generalization of

multi-class classification, where the classes involved in the problem are hierarchically

structured, and each example may simultaneously belong to more than one class in each

hierarchical level, e.g., multi-level text classification. For instance, google news can be

presented under the categories of a “city name”, “technology”, or “latest news”, etc.

Multi-label classification includes advanced machine learning algorithms that support

predicting various mutually non exclusive classes or labels, unlike traditional classification

tasks where class labels are mutually exclusive [28].

Regression

Regression analysis includes several methods of machine learning that allow to predict

a continuous (y) result variable based on the value of one or more (x) predictor variables.

Regression models are now widely used in a variety of fields, including financial forecasting

or prediction. In the following, we will summarize the two main types of regression [26].

• Linear Regression

It is a statistical method that is used for predictive analysis. It makes predictions

for continuous/real or numeric variables such as sales, salary, age, product price...and it

aims to find the best-fit linear equation that describes the linear relationship between the

variables. In linear regression, The dependent variable or the target or also known as

the response variable, is assumed to be a linear combination of the independent variables,
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which are often referred to as features or predictors. The goal is to estimate the coefficients

of the linear equation that minimize the difference between the predicted values and the

actual values of the dependent variable [29].

Mathematically, we can represent a linear regression as:

y = β0 + β1.x1 (2.1)

where:

y: the dependent variable

x: the independent variable

β0: intercept of the line, representing the value of y when x=0

β1: s the slope, representing the change in y per unit change in x

• Logistic Regression

Logistic regression is a statistical modeling technique used to predict the probability of a

binary or categorical outcome. It is commonly used for classification problems where the

dependent variable or outcome variable is categorical in nature. Mathematically, We use

the logistic function or the sigmoid function to calculate probability in logistic regression.

The logistic function is a simple S-shaped curve used to convert data into a value between

0 and 1 [30].

The equation of logistic regression can be defined as:

sigmoid(z) = 1/(1 + exp(−z)) (2.2)
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The figure 2.1 shows an example of Linear Regression versus Logistic Regression:

Figure 2.1: Linear Regression VS Logistic Regression [31]

Decision Tree

A decision tree is a type of supervised learning algorithm used for classification and

regression. It works by recursively splitting the input data into subsets based on the values

of input features, until a decision can be made on the final class or output value. In a

Decision tree, there are two nodes, which are the Decision Node and Leaf Node. Decision

nodes are used to make any decision and have multiple branches, whereas Leaf nodes

are the output of those decisions and do not contain any further branches. A decision

tree represents the minimum number of yes/no questions to be asked to make a correct

decision. As a method, it allows you to approach the problem in a systematic way to

arrive to a logical conclusion [32].
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The figure 2.2 shows an example of Decision tree graph:

Figure 2.2: Example of Decision tree graph [33]

Support Vector Machine

Support Vector Machine or SVM is one of the most popular Supervised Learning

algorithms, which is used for Classification as well as Regression problems. However,

primarily, it is used for Classification problems in Machine Learning. The goal of the

SVM algorithm is to create the best line or decision boundary that can segregate n-

dimensional space into classes so that we can easily put the new data point in the correct

category in the future. This best decision boundary is called a hyperplane. SVM chooses

the extreme points/vectors that help in creating the hyperplane. These extreme cases

are called as support vectors, and hence algorithm is termed as Support Vector Machine.

Consider the below diagram in which there are two different categories that are classified

using a decision boundary or hyperplane [34].
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The figure 2.3 shows an example of Support Vector Machine:

Figure 2.3: Support Vector Machine example [35]

Random forest

A Random Forest Algorithm is a supervised machine learning algorithm that is ex-

tremely popular and is used for Classification and Regression problems in Machine Learn-

ing. We know that a forest comprises numerous trees, and the more trees more it will

be robust. Similarly, the greater the number of trees in a Random Forest Algorithm, the

higher its accuracy and problem-solving ability. Random Forest is a classifier that con-

tains several decision trees on various subsets of the given dataset and takes the average

to improve the predictive accuracy of that dataset. It is based on the concept of ensemble

learning which is a process of combining multiple classifiers to solve a complex problem

and improve the performance of the model [36].
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The figure 2.4 shows an example of Random Forest:

Figure 2.4: Random Forest example [37]

K-Nearest Neighbor

K-nearest neighbors (KNN) is a type of supervised learning algorithm used for both

regression and classification. KNN tries to predict the correct class for the test data by

calculating the distance between the test data and all the training points. Then select the

K number of points which is closet to the test data. The KNN algorithm calculates the

probability of the test data belonging to the classes of ‘K’ training data and class holds the

highest probability will be selected. In the case of regression, the value is the mean of the

‘K’ selected training points. With the help of K-NN, we can easily identify the category

or class of a particular dataset. KNN (K-Nearest Neighbors) involves determining, for

each new individual that we want to classify, the list of the closest neighbors among the

already classified individuals. The individual is assigned to the class that contains the

most individuals among these closest neighbors. This method requires choosing a distance

metric, with the most common one being the Euclidean distance, and the number of

neighbors to consider. Selecting the value of K depends on the the count of the nearest

neighbors. We have to compute distances between test points and trained labels points.

Updating distance metrics with every iteration is computationally expensive, and that’s

why KNN is a lazy learning algorithm [38].
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The figure 2.5 shows an example of KNN classification:

Figure 2.5: Example of KNN classification [39]

As it can be verified from the above image, if we proceed with K=3, then we predict

that the test input belongs to class B. And if we continue with K=7, then we predict that

test input belongs to class A. That’s how you can imagine that the K value has a powerful

effect on KNN performance. Actually, There are no pre-defined statistical methods to find

the most favorable value of K, but choosing a small value of K leads to unstable decision

boundaries.

Naive bayes

Naive Bayes classifiers encompass a group of classification algorithms rooted in Bayes’

Theorem. Rather than being a single algorithm, it is a family of algorithms that adhere to

a shared principle: the independence assumption. This assumption implies that each pair

of features being classified is considered independent of one another. The Naïve Bayes

algorithm is comprised of two words Naïve and Bayes, Which can be described as:

The term ”Naïve” in Naïve Bayes stems from the assumption that the presence or

occurrence of a specific feature is independent of the presence or occurrence of other

features. For example, when identifying a fruit based on its color, shape, and taste, a

red, spherical, and sweet fruit would be recognized as an apple. This implies that each
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feature independently contributes to the identification of the fruit as an apple, without

any dependence on the other features.The term ”Bayes” stands Bayes because it depends

on the principle of Bayes’ Theorem. [40]. The figure 2.6 shows an example of Naive Bayes

classifier:

Figure 2.6: Naive Bayes Classifier [41]

Bayes’ Theorem

Bayes’ Theorem finds the probability of an event occurring given the probability of

another event that has already occurred. Bayes’ theorem is stated mathematically as the

following equation:

P (A|B) =
P (B|A) · P (A)

P (B)
(2.3)

where: A and B are events and P(B)a ̸= b0. Basically, we are trying to find probability

of event A, given the event B is true. Event B is also termed as evidence. P(A) is the

priori of A (the prior probability, i.e. Probability of event before evidence is seen). The

evidence is an attribute value of an unknown instance(here, it is event B). P(A|B) is a

posteriori probability of B, i.e. probability of event after evidence is seen [42].
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2.3.2 Unsupervised learning

Unsupervised learning is the training of a machine using information that is nei-

ther classified nor labeled and allowing the algorithm to act on that information without

guidance. Here the task of the machine is to group unsorted information according to

similarities, patterns, and differences without any prior training of data. It allows the

model to work on its own to discover patterns and information that was previously unde-

tected. Basically it deals with the unlabelled data [43]. Unsupervised learning is classified

into two categories of algorithms:

Clustering

Clustering is the unsupervised equivalent of classification. In clustering, the algorithm

analyzes the data to find groups or clusters of data points that are similar to each other

based on certain measures of similarity. Data points belonging to the same cluster are

considered more similar to each other than to data points in other clusters[44].

The figure 2.7 shows an example of Clustering:

Figure 2.7: Example of clustering [45]

Association Rule Mining

This type of unsupervised machine learning takes a rule-based approach to discovering

interesting relationships between features in a given dataset. It works by using a measure
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of interest to identify strong rules found within a dataset. Association rules are ”if-then”

statements, that help to show the probability of relationships between data items, within

large data sets in various types of databases. Association rule mining has a number of

applications and is widely used to help discover sales correlations in medical data sets

[46].

2.3.3 Conclusion

In conclusion, in the second chapter, we provided a comprehensive overview of ma-

chine learning, its fundamental concepts, and various techniques used in the field. We

explored the principles of supervised and unsupervised learning, understanding how mod-

els are trained to make predictions and discover patterns in data. Additionally, we delved

into popular machine learning algorithms such as decision trees, support vector machines,

and neural networks, highlighting their strengths and applications. Overall, this chap-

ter laid the foundation for the subsequent chapter, where we will apply these machine

learning techniques to tackle the challenge of intrusion detection in greater detail.
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3.1 Introduction

In this chapter, we provide a detailed account of the development process for our

project, encompassing essential stages such as dataset creation, preprocessing, classifica-

tion model construction, and the subsequent discussion of obtained results. We begin

by describing the meticulous development of our dataset, including its composition, ac-

quisition, and any necessary preprocessing steps. Next, we delve into the pre-processing

phase, where we outline the techniques applied to cleanse, normalize, and enhance the

dataset for optimal performance. Subsequently, we introduce our carefully crafted classi-

fication models, elaborating on the chosen algorithms, training methodologies, and model

evaluation techniques. Finally, we present a comprehensive analysis and discussion of the

results achieved, highlighting the performance, accuracy, and any notable observations or

insights gained from our experiments.

3.2 System Architecture

Our system is a Network Intrusion Detection System (NIDS) that analyzes incoming

packets using various machine learning techniques to classify them as either attack or

normal, regardless of the type of attack. Our system is:

el A single level system: It has the ability to classify whether the incoming packets

of our data are attacks or not.
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The figure 3.1 shows the diagram of our intrusion detection system:

Figure 3.1: Intrusion Detection System Diagram

As we can see from the figure 3.1, at the core of our system, we find the input

component, which consists of network traffic data, which is collected from different sources

such as routers and switches. The analysis component forms the heart of our architecture,

where machine learning algorithms are applied, the output component generates timely

alerts, which provide a critical information about the nature detected intrusion.

3.3 Data Description

The KDD Cup 1999 dataset was created for the Knowledge Discovery and Data

Mining (KDD) Cup competition held in 1999. It is a widely used dataset in the field of

network intrusion detection and has become a benchmark dataset for evaluating intrusion

detection systems. The dataset was derived from the 1998 DARPA Intrusion Detection

Evaluation Program, which aimed to assess the effectiveness of intrusion detection systems

in detecting various types of network attacks. It contains a large collection of network

traffic data captured from a simulated environment that emulates a military network. The

KDD Cup 1999 dataset consists of approximately 4 million connection records, including

both normal and malicious network traffic instances. The connections are categorized into

different attack types, such as denial of service (DoS), probing, user-to-root, and remote-

to-local attacks. The NSL-KDD Cup 1999 dataset is an improved version of the original

KDD Cup 1999 dataset. It was developed to address some limitations and issues present

in the original dataset. The main motivation behind creating the NSL-KDD dataset

was to address the problem of the highly imbalanced class distribution in the original

dataset. The KDD Cup 1999 dataset suffered from an over-representation of certain
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attack types, which made it challenging to develop effective intrusion detection models

that could generalize well to real-world scenarios. The NSL-KDD dataset overcomes

this issue by rebalancing the class distribution, ensuring a more even representation of

different attack types. It also includes more diverse and representative instances, making

it more suitable for evaluating the performance of intrusion detection systems across

various attack scenarios [47].

Advantages of NSL-KDD over the original KDD data

• It does not include redundant records in the train set, so the classifiers will not be

biased towards more frequent records.

• There is no duplicate records in the proposed test sets; therefore, the performance

of the learners are not biased by the methods which have better detection rates on

the frequent records.

• The number of selected records from each difficulty level group is inversely pro-

portional to the percentage of records in the original KDD data set. As a result,

the classification rates of distinct machine learning methods vary in a wider range,

which makes it more efficient to have an accurate evaluation of different learning

techniques.

• The number of records in the train and test sets are reasonable, which makes it

affordable to run the experiments on the complete set without the need to randomly

select a small portion. Consequently, evaluation results of different research works

will be consistent and comparable [48].
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Based on the official website, we will now present the following statistics:

Table 3.1 presents the statistics of redundant records in the KDD train set:

Table 3.1: Redundant records of the train test

Reduction rate Original records Distinct records
Attacks 3,925,650 262,178 93.32 %
Normal 972,781 812,814 16.44 %
Total 4,898,431 1,074,992 78.05%

Table 3.2 presents the statistics of redundant records in the KDD test set:

Table 3.2: Redundant records of the test set

Reduction rate Original records Distinct records
Attacks 250,436 29,378 88.26%
Normal 60,591 47,911 20.92%
Total 311,027 77,289 75.15%

It’s important to note that similar to the KDD Cup 1999 dataset, the NSL KDD

Cup 1999 dataset has undergone some preprocessing, including the removal of duplicate

and redundant records. Additionally, the dataset has been transformed to ensure there

are no missing values. This dataset offers a more balanced class distribution and a wider

range of instances, making it suitable for evaluating intrusion detection systems in a more

realistic and diverse setting [49].

3.4 Tools

Libraries

The workflow is based on the use of the Tensorflow library for building and training

machine learning models. Numpy and pandas libraries for data manipulation and analysis,

scikit-learn (sklearn) library that provides a wide range of tools and algorithms for model

training, evaluation. The use of matplotlib and seaborn libraries for data visualization

and exploration, they provide the creation of various types of plots, including line plots,

scatter plots, bar plots, histograms, and more. The warnings library is part of Python’s

standard library and it provides a way to handle and control warning messages.
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3.4.1 Python programming language

Python is an open-source, interpreted, object-oriented, and high-level programming

language. Its design philosophy emphasizes code readability to reduce the cost of program

maintenance. Besides, Python supports modules and packages which promote using it

for several applications such as web development (server-side), software development,

mathematics, and system scripting [50].

3.4.2 Google Colaboratory

Colab, developed by Google as we, is an innovative product that empowers users to

write and run Python code directly in their web browser. It is particularly beneficial for

tasks related to machine learning, data analysis, and education. Technically, Colab is

a Jupyter notebook service hosted on the cloud, eliminating the need for any setup or

installation. The best part is that it offers free access to computing resources, including

GPUs, making it a valuable platform for various computational tasks [51].

3.5 Data Exploration

Noting that, we obtained our data set from Kaggle, a popular online platform for

sharing and discovering data sets.

3.5.1 Libraries Importation

In the libraries importation section, we have imported the libraries previously men-

tioned, to facilitate the data exploration and analysis process. The algorithm details will

be provided in the appendices section.

3.5.2 Feature Analysis

the data set consists of approximately 125,972 instances, 43 columns which includes

39 numerical attributes and 4 categorical attributes.

32



Chapter 3. Results and Discussion

• Numerical attributes: A numerical attribute, also known as a quantitative attribute,

is a type of variable that represents numeric values or measurements. Numerical

attributes can be continuous like age, temperature, height, weight, and time dura-

tion.Continuous numerical attributes can have an infinite number of possible values

within a range. Or discrete that can only take specific, separate values. Examples

include the number of siblings, the number of items purchased, or the count of

occurrences [52]. From our data set, we can find for example that the duration,

src_bytes, dif_srv_rate are numerical attributes. Where src_bytes refers to the

size of the data in bytes of a packet sent from the source host, and dif_srv_rate

which refers to the rate of different services or protocols used in network connections.

• Categorical attributes: A categorical attribute is a type of variable that represents

distinct categories or labels. Categorical attributes can take on a limited set of

values, each representing a different category or class such as in our case ’Attack’ or

’Normal’ [53]. we can give an example related to our data set: the protocol_type,

service, flag and outcome are categorical attributes.

The figures 3.2 and 3.3 show the data type of all the attributes:

Figure 3.2: Feature analysis
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Figure 3.3: Data type 2

3.5.3 Descriptive Statistics

Descriptive statistics are numerical measures that summarize and describe the basic

characteristics of the dataset, it provides a summary of the dataset’s key characteris-

tics, allowing for a better understanding of the data’s distribution, central tendency, and

variability. Here is a description of the common descriptive statistics:

The mean: The mean, also known as the average, is the sum of all values in a

dataset divided by the total number of values.

The standard deviation: The standard deviation measures the dispersion or spread

of the values around the mean. It quantifies how much the values deviate from the average.

The minimum: The minimum is the smallest value observed in a dataset. It repre-

sents the lowest point or boundary of the data.

The 25th Percentile (Q1): The 25th percentile, also known as the lower quartile

or first quartile, is the value below which 25% of the data points fall and it divides the

data into four equal parts.

The 50th Percentile (Q2 or Median): The 50th percentile, also known as the

median, is the value that divides the data into two equal halves. It represents the middle

value when the data is sorted in ascending order.
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75th Percentile (Q3): The 75th percentile, also known as the upper quartile or

third quartile, is the value below which 75% of the data points fall [54].

The figures from 3.4 to 3.8 show our dataset descriptive analysis:

Figure 3.4: Descriptive statistics 1

Figure 3.5: Descriptive statistics 2

Figure 3.6: Descriptive statistics 3

35



Chapter 3. Results and Discussion

Figure 3.7: Descriptive statistics 4

Figure 3.8: Descriptive statistics 5

3.5.4 Data Balance

A balanced dataset refers to having an equal or nearly equal number of instances

for each class or categorym, this ensures that there is no significant class imbalance that

could bias the model’s performance. A balanced dataset allows the machine learning

models to learn and make predictions for each class more effectively. It ensures that the

model receives sufficient examples from each class, reducing the risk of bias towards the

majority class. Having a balanced distribution is particularly important in the field of

attack detection because it helps ensure that your machine learning models are exposed

to a sufficient number of instances from each class. This balance allows the models to

learn the patterns and characteristics of both attacks and normal instances, leading to

more accurate and reliable predictions. I have conducted a test to evaluate the balance of

the dataset, specifically focusing on the two categories of interest: ’Protocole_type’ and

’outcome’ by calculating the number of instances of each category.
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The result of the test is shown in the figure 3.9:

Figure 3.9: Balanced Data test

Discussion: A balanced distribution in the ”outcome” category, with 47% repre-

senting attacks and 53% representing normal instances, suggests that my dataset is fairly

representative of both classes and in the context of your project, where the goal is to

detect attacks, having a balanced data in the class of outcome is a positive development.

By achieving a balanced distribution in the ”outcome” category, the dataset enables the

models to learn and generalize well to both attack and normal instances, reducing the

risk of biased predictions and improving the overall performance and robustness of the

system.

3.6 Data Preprocessing

In the preprocessing phase, I applied various steps to prepare the dataset for further

analysis. This included scaling the numerical columns, performing one-hot encoding on

selected categorical columns and applying principle common technique.

3.6.1 Dummy Encoding

Dummy encoding, also known as ”one-hot encoding”, is a popular technique in data

preprocessing that transforms categorical variables into numerical representations suitable

for machine learning algorithms. In Dummy encoding method, a new binary column is

created for each category, representing the presence (1) or absence (0) of that category in
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a specific observation. If a row belongs to a particular category, the corresponding column

will have a value of 1, and all other columns will have a value of 0. As a result, the number

of columns increased from 43 to 124, reflecting the creation of additional binary columns

through one-hot encoding.

The figures 3.10 and 3.11 show the results of Dummy encoding method:

Figure 3.10: Dummy encoding result 1

Figure 3.11: Dummy encoding result 2
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3.7 Modeling

In the context of your project, modeling refers to the process of building and training

machine learning models to make predictions from our intrusion detection data set. It

involves selecting appropriate models, configuring them, and training them using your

labeled data. The purpose of modeling is to leverage the power of these algorithms to

detect and classify attacks accurately.

3.7.1 Confusion matrix

A confusion matrix is a square matrix that summarizes the performance of a clas-

sification model by displaying the counts of true positive, true negative, false positive,

and false negative predictions. It allows us to analyze the accuracy and error rates of our

model for each class or category in our dataset. In the context of intrusion detection,

the confusion matrix can help us to know how well our model is identifying attacks and

normal instances. It provides detailed information on the following metrics:

• True Positives (TP): The number of correctly predicted positive instances, indicating

correctly identified attacks.

• True Negative (TN): The number of correctly predicted negative instances, indicat-

ing correctly identified normal instances.

• False Positives (FP): The number of instances that were incorrectly predicted as

positive (attacks) but are actually negative (normal instances).

• False Negatives (FN): The number of instances that were incorrectly predicted as

negative (normal instances) but are actually positive (attacks).
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The figure 3.12 demonstrates a confusion matrix:

Figure 3.12: Binary classification confusion matrix

Using these metrics, we can calculate various performance indicators such as accuracy,

precision and recall which provide a comprehensive assessment of our model’s performance

in terms of both detecting attacks and correctly identifying normal instances.

Accuracy:

It measures the overall correctness of the model’s predictions and it is calculated using

the following formula:

Accuracy = (TP + TN)/(TP + TN + FP + FN). (3.1)

Precession:

It measures the proportion of correctly predicted positive instances (attacks) out of

all instances predicted as positive. It is calculated using the following formula:

Precession = TP/(TP + FP ) (3.2)

40



Chapter 3. Results and Discussion

Precision indicates how precise the model is in identifying attacks, and a higher

precision value indicates fewer false positives.

Recall:

Recall (also known as sensitivity or true positive rate): It measures the proportion of

correctly predicted positive instances (attacks) out of all actual positive instances. It is

calculated using the following formula:

Recall = TP/(TP + FN) (3.3)

Recall indicates how well the model captures attacks, and a higher recall value indi-

cates fewer false negatives.

By analyzing these metrics and the corresponding values in the confusion matrix,

we can evaluate the performance of our intrusion detection models and make informed

decisions about their effectiveness in identifying attacks and normal instances.

we also evaluate the performance of our intrusion detection system using various

performance metrics and visualizations. Before diving into the results, it is important to

define some key terms and metrics that will be discussed. These metrics provide insights

into the model’s ability to distinguish between normal and attack instances.

ROC Curve (Receiver Operating Characteristic Curve):

The ROC curve is a graphical representation of the trade-off between the true positive

rate (TPR) and the false positive rate (FPR) at various classification thresholds. It helps

us assess the model’s performance across different threshold values.

Threshold:

The threshold is a value used to classify instances as either normal or attack based

on their predicted probabilities. By adjusting the threshold, we can control the balance

between false positives and false negatives in our predictions.
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False Positive Rate (FPR):

The FPR is the proportion of instances predicted as attacks that are actually normal.

It is calculated using the following formula:

FPR = FP/(FP + TN) (3.4)

True Positive Rate (TPR):

The TPR is the proportion of actual attack instances that are correctly classified as

attacks by the model. It is calculated using the following formula:

TPR = TP/(TP + FN) (3.5)

3.7.2 Area under curve (AUC):

The Area Under the Curve (AUC) is a commonly used metric to quantify the perfor-

mance of the ROC curve. It represents the probability that a randomly chosen positive

instance will be ranked higher than a randomly chosen negative instance by the model.

AUC ranges from 0 to 1, where a value of 0.5 indicates a random classifier and a value

of 1 indicates a perfect classifier. A higher AUC value signifies a better discriminative

ability of the model in distinguishing between positive and negative instances.

3.8 Results and Discussion

In this section, we present the results and discussion of our analysis using various

machine learning models for intrusion detection. Throughout the previous chapter, we

explored and described the implementation of different models, including Logistic Regres-

sion, K-Nearest Neighbors (KNN), Naive Bayes, Support Vector Machine and Artificial

Neural Networks (ANN). These models were carefully chosen based on their potential to

accurately classify instances as attacks or normal. The objective of this analysis was to

evaluate the performance of these models and compare their effectiveness in detecting and

classifying attacks. To assess their performance, we utilized well-established evaluation
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criteria such as accuracy, precision and recall. The following subsections will provide a

comprehensive analysis of the results, focusing on each model individually. This will en-

able us to gain a deeper understanding of their performance and contribute to the ongoing

as we in the field of intrusion detection.

3.8.1 Logistic Regression

In order to evaluate the performance of the logistic regression model, we will present

the Receiver Operating Characteristic (ROC) curve in the figure 3.13:

Figure 3.13: The ROC curve for Logistic Regression model

Discussion: The figure 3.13 shows the ROC curve of Logistic Regression model, it

illustrates its performance across various classification thresholds. At low false positive

rates FPR=0, the model achieves a reasonably high true positive rate TPR ≈ 0.85, indi-

cating its ability to accurately classify positive instances while minimizing false positives.

As the false positive rate increases (FPR=0.2), the TPR rises to around 0.9, demonstrat-

ing that the model maintains its effectiveness in correctly classifying positives despite a

slightly higher rate of false positives. Notably, when the false positive rate reaches 0.4,

0.6, 0.8 and 1.0, the TPR stabilizes at 1, indicating perfect detection of positive instances,

although it may result in a higher rate of false positives. Overall, the ROC curve show-
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cases the logistic regression model’s strong discriminatory power and its ability to strike a

balance between true positive and false positive rates across different thresholds. With an

AUC value of 0.96, the logistic regression model demonstrates a robust ability to differen-

tiate between positive and negative instances. It suggests that the model performs well in

ranking positive instances higher than negative instances, achieving accurate predictions

in the majority of cases.

As mentioned earlier, the confusion matrix provides a comprehensive overview of the

classification model’s performance. In the figure 3.14, we present the confusion matrix

to further analyze the results. It consists of the counts of true positives, true negatives,

false positives, and false negatives, allowing us to evaluate the accuracy and effectiveness

of the model in predicting the class labels.

Figure 3.14: The confusion matrix of Logistic Regression model
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The resulted evaluations metrics are given in Table 3.1:

Table 3.3: Classification report of logistic regression model

Accuracy Precision Recall
Training 90.98 89.70 91.04
Testing 90.67 89.37 90.91

3.8.2 k-nearest neighbors(KNN)

In order to evaluate the performance of K-nearest neighbors model, we will present

the Receiver Operating Characteristic (ROC) curve in the figure 3.15:

Figure 3.15: The ROC curve of KNN model

Discussion: From the figure 3.15 that demonstrates the ROC curve of KNN model,

we can assume that it reveals an interesting pattern. When the false positive rate (FPR)

is at its lowest value, i.e, FPR=0, the true positive rate (TPR) is equal to 1. This implies

that the model achieves perfect detection of positive instances without any false positives.

It suggests that the KNN model performs exceptionally well at this threshold, providing

a high level of accuracy in identifying positive cases. As the false positive rate gradually

increases to FPR=0.2 and beyond, the true positive rate remains consistently at 1. This

signifies that the KNN model continues to maintain a perfect detection rate of positive

instances, even in the presence of false positives. Remarkably, as the FPR equals to 0.4,

0.6, 0.8 until it reaches its highest value, i.e FPR=1.0, the true positive rate still remains at
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1. This indicates that the KNN model classifies all positive instances correctly, regardless

of the increased rate of false positives. In summary, the ROC curve of my KNN model

exhibits a remarkable performance, with a perfect true positive rate across various false

positive rates. This suggests that the model is adept at distinguishing positive instances

and maintaining a high level of accuracy, even in the presence of false positives. The Area

Under the Curve (AUC) represents the model’s ability to discriminate between positive

and negative instances, with a value of 1 indicating that the model perfectly separates

the two classes without any misclassifications.

We present in the figure 3.16 the confusion matrix of KNN model:

Figure 3.16: The confusion matrix of KNN model
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The resulted evaluations metrics are given in Table 3.2:

Table 3.4: Classification report of KNN model

Accuracy Precision Recall
Training 99.05 99.22 98.73
Testing 98.93 99.05 98.67

3.8.3 Naive Bayes

In order to evaluate the performance of Naive Bayes model, we will present the

Receiver Operating Characteristic (ROC) curve in the figure 3.17:

Figure 3.17: The ROC curve of Naive Bayes

Discussion: from the figure 3.17 that illustrates the ROC curve of Naive Bayes

model, we can deduce that the model acheives initially a high true positive rate while

keeping the false positive rate relatively low. However, as the false positive rate increases,

the model’s true positive rate reaches a stable value of 1, indicating perfect detection of

positive instances. An AUC value of 0.94 for the Naive Bayes model’s ROC curve indicates

a strong performance in terms of classification accuracy, it suggests that the Naive Bayes

model has a high probability of correctly ranking a randomly selected positive instance

higher than a randomly selected negative instance.
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We present in the figure 3.18 the confusion matrix of Naive Bayes model:

Figure 3.18: The confusion matrix of Naive Bayes model

The resulted evaluations metrics are given in Table 3.3:

Table 3.5: Classification report of Naive Bayes model

Accuracy Precision Recall
Training 91.80 92.62 89.47
Testing 91.60 92.53 89.29
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3.8.4 Support Vector Machines

To assess the performance of Support Vector Machines model, we will showcase the

Receiver Operating Characteristic (ROC) curve in the figure 3.19.

Figure 3.19: The ROC curve of Support Vector Machines

Discussion: From the figure 3.19 that illustrates the ROC curve of Support Vector

Machines, we can deduce that the model its exceptional performance. When the false

positive rate (FPR) is at its lowest value of 0, the true positive rate (TPR) is approximately

1, This indicates that the model achieves a perfect detection rate for positive instances.

The TPR stabilizes at 1 when the FPR reaches 0.6, this suggests that, despite the higher

rate of false positives, the SVM model maintains its ability to identify positive instances

accurately and consistently. The Area Under the Curve (AUC) value of 0.99 for our

SVM model’s ROC curve indicates excellent overall performance. AUC represents the

probability that the model will rank a randomly chosen positive instance higher than

a randomly chosen negative instance. A value of 0.99 suggests that the SVM model

has a high discriminatory power, with a strong ability to separate positive and negative

instances.
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Find in the figure 3.20 the confusion matrix of Support Vector Machine model:

Figure 3.20: The confusion matrix of Support Vector Machines model

The resulted evaluations metrics are given in Table 3.4:

Table 3.6: Classification report of Support Vector Machine model

Accuracy Precision Recall
Training 95.86 94.12 97.08
Testing 95.55 93.80 96.92
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3.8.5 Decision Tree

Find in the figure 3.21, the ROC curve of the Decision Tree model:

Figure 3.21: The ROC curve of Decision Tree

Discussion: From the figure 3.21 that demonstrates the ROC curve of Decision

Tree model, it displays an excellent performance. When the false positive rate (FPR)

is at any value from 0.0 to 1.0 (specifically, FPR=0.0, 0.2, 0.4, 0.6, 0.8, and 1.0), the

true positive rate (TPR) consistently reaches 1.0. This indicates that the model achieves

perfect detection of positive instances across all thresholds, regardless of the presence of

false positives. Furthermore, the Area Under the Curve (AUC) value of 1.00 reinforces

the model’s outstanding performance, the value of 1.00 indicates that the model achieves

perfect classification, ranking all positive instances higher than negative instances across

all possible thresholds.
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We present in the figure 3.22 the confusion matrix of Decision Tree model:

Figure 3.22: The confusion matrix of Decision Tree model

The resulted evaluations metrics are given in Table 3.5:

Table 3.7: Classification report of Decision Tree model

Accuracy Precision Recall
Training 99.99 100.0 99.98
Testing 99.97 99.85 99.87
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3.8.6 Random Forest

we will visualize the performance of Random Forest model using the Receiver Oper-

ating Characteristic (ROC) curve displayed in the figure 3.23:

Figure 3.23: The ROC curve of Random Forest

Dicussion: From the figure 3.23 that demonstrates the ROC curve of Random Forest

model, it displays an excellent performance. When the false positive rate (FPR) is at

any value from 0.0 to 1.0 (specifically, FPR=0.0, 0.2, 0.4, 0.6, 0.8, and 1.0), the true

positive rate (TPR) consistently reaches 1.0. This indicates that the model achieves

perfect detection of positive instances across all thresholds, regardless of the presence of

false positives. Furthermore, the Area Under the Curve (AUC) value of 1.00 reinforces

the model’s outstanding performance, the value of 1.00 indicates that the model achieves

perfect classification, ranking all positive instances higher than negative instances across

all possible thresholds.
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We present in the figure 3.24 the confusion matrix of Random Forest model:

Figure 3.24: The confusion matrix of Random Forest model

The resulted evaluations metrics are given in Table 3.6:

Table 3.8: Classification report of Random Forest model

Accuracy Precision Recall
Training 99.99 99.99 99.99
Testing 99.88 99.94 99.81
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3.9 Results Comparison with recent works

In the figure 3.25, we present the graph that displays both training and testing accu-

racy of each model:

Figure 3.25: Training and testing accuracy of each model

Discussion: From the figure 3.25 that demonstrated the training and testing accu-

racy of each model, we can deduce that the decision tree classifier and the random forest

classifier achieved a maximum accuracy value of 1.0. This indicates that these models

were able to perfectly classify the training data. The fact that both the decision tree

classifier and the random forest classifier achieved the same high accuracy on both the

training and testing data sets suggests that overfitting may not be a significant concern in

this case, in fact, it indicates a balanced and reliable performance. While the decision tree

classifier and random forest classifier achieve a maximum accuracy of 1, it is important to

recognize the strong performance of the logistic regression, KNN, Naive bayes and SVM

models in terms of accuracy. Although they may not reach the maximum value, these

models consistently achieve a significantly high accuracy, indicating their proficiency in

correctly classifying instances. The KNN model, leveraging the concept of nearest neigh-

bors, demonstrates robust performance in accurately assigning class labels. Similarly,

logistic regression, utilizing a probabilistic framework, achieves a commendable accuracy

by effectively capturing the relationship between the features and the target variable.

Additionally, the SVM model, with its ability to find optimal decision boundaries, show-

cases notable accuracy performance. Collectively, these models contribute to the diverse

range of approaches available for achieving accurate classification results and highlight

their respective strengths in handling the given dataset.
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In the figure 3.26, we present the graph that displays both training and testing pre-

cision of each model:

Figure 3.26: Training and testing precision of each model

Discussion: The figure 3.26 illustrates training and testing precision of each model,

we can deduce from the figure that the training and test precision values reaching the

maximum value of 1 for the decision tree classifier and random forest classifier indicate

a high level of accuracy in correctly identifying positive instances. Since the precision

remains high on the test data set as well, it suggests that the models generalize well

and are not overfitting to the training data. Although the decision tree classifier and

random forest classifier demonstrate the maximum precision value of 1, it is important

to acknowledge the strong performance of the KNN, logistic regression, Naive bayes and

SVM models. These models consistently achieve a commendable and higher recall value,

showcasing their effectiveness in correctly capturing positive instances.

In the figure 3.27, we present the graph that displays both training and testing recall

of each model:

Figure 3.27: Training and testing recall of each model
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Discussion: From the figure 3.27 that demonstrated the training and testing recall

of each model, we can see that the decision tree classifier and the random forest classifier

reaches the maximum recall value which is equal to 1, it indicates that these models

have a low rate of false negatives, meaning they correctly identify almost all positive

instances. The KNN, logistic regression, naive bayes and SVM models also exhibit notable

performance in terms of recall, although they may not reach the maximum value of 1

as observed in the decision tree classifier and random forest classifier. These models

consistently achieve a good and higher recall value, indicating their ability to correctly

identify positive instances.

3.10 Conclusion:

In conclusion, this chapter has provided a comprehensive analysis of the performance

of different models, including the logistic regression classifier, support vector machines

classifier random forest classifier, KNN, SVM, and logistic regression, utilizing various

evaluation metrics such as accuracy, precision, recall, ROC curves, and confusion matri-

ces. the results and discussions in this chapter have provided valuable insights into the

performance of various models, namely the decision tree classifier, random forest classifier,

KNN, SVM, and logistic regression. The decision tree classifier and random forest classi-

fier demonstrated exceptional performance across multiple evaluation metrics, including

training and testing accuracy, precision, and recall. These models achieved maximum val-

ues, highlighting their ability to accurately classify instances. Furthermore, the logistic

regression, Naive bayes, K-neighbors and support vector machines models also exhibited

commendable performance. Although they did not reach the maximum values observed

in the decision tree and random forest models, they consistently achieved higher values in

both training and testing accuracy, precision, and recall. This signifies their effectiveness

in accurately classifying instances and their capacity to generalize well to unseen data.

In summary, the results and discussions presented in this chapter demonstrate the effec-

tiveness of various models. These findings provide valuable insights for selecting the most

appropriate model based on the specific requirements and characteristics of the data set.
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General Conclusion

In this project, the objective was to develop an effective intrusion detection system

utilizing various machine learning algorithms. The algorithms considered were Logistic

Regression, Naive Bayes, K-Nearest Neighbors, Decision Tree, and Random Forest. The

goal was to assess their performance in both training and testing phases and determine

their effectiveness in accurately identifying and classifying network intrusions. Through

the implementation and evaluation of these algorithms, it was observed that all of them

exhibited good performance in terms of training and testing results. Each algorithm

demonstrated the capability to learn from labeled data sets and effectively distinguish

between normal and malicious network traffic patterns. The performance of the intru-

sion detection system was evaluated using standard evaluation metrics such as accuracy,

precision, recall. The results indicated that all the considered algorithms achieved com-

mendable performance, with high accuracy and balanced trade-offs between precision

and recall. This project successfully demonstrated that utilizing machine learning algo-

rithms, including Logistic Regression, Naive Bayes, K-Nearest Neighbors, Decision Tree,

and Random Forest, can result in an effective intrusion detection system. The system

exhibited good performance in both training and testing phases, showcasing the ability

to accurately identify and classify network intrusions.
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Appendices
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.1 Libraries importation

.2 Data importation

To import the NSL-KDD dataset into Google Colab, we use the wget command that

is used to download the dataset’s ZIP file from the provided URL:

.3 Descriptive analysis

To gain insights into the numerical features of the dat aset, a statistical analysis was

conducted using the describe() method from the pandas library. This method calculated

various descriptive statistics, including count, mean, standard deviation, minimum, quar-

tiles, and maximum values for each numerical column in the data_train DataFrame as

follows:
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.4 Testing data balance

To conduct a data balance test, I applied two lines of code as shwon in the figure

below:

By executing these two lines of code, we transformed the original multi-class classi-

fication problem into a binary classification problem. This allowed us to focus on distin-

guishing between ’normal’ and ’attack’ instances rather than considering specific attack

types.
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