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Chapter 1: General Structure of Discrete Time Control System 

Digital systems such as computers operate on digital signals; accordingly, the need 

for handling digital signals is also increased. Due to high-speed processing capabilities 

of modern digital systems, wide range of applications make use of digital signals, 

which further accelerate the development of the use of digital signals. Hence, digital 

control systems have gradually become more prominent in today’s industries.  

In this chapter we will give the main definitions relating to sampled and discrete 

signals. We also explore the operation and procedure of obtaining discrete and 

sampled signals from the corresponding continuous time signals. We also give both 

mathematical and graphical representation of the basic and standard discrete signals 

which are widely employed in designing and analyzing a sampled data control 

systems. We finish the chapter by describing the general structure and block diagram 

of a typical discrete time feedback control system. 

1. Basic Definitions 

1.1. What is a signal? 

A signal can be defined as a physical quantity that is generated by the evolution of 

an engineering process. It carries information and measurement about the behavior of 

that process. For example: the temperature, pressure, voltage, current, sound, etc. It is 

however important to know that any signal as a physical quantity evolves in time with 

a variable amplitude. Hence it can be represented as a function where the amplitude 

takes different values at different corresponding time instants.   

1.2. Continuous time (Analog) signal   

A continuous time signal is defined as a signal which is both continuous in time 

and amplitude. Sometimes, a continuous signal is also called analog signal and both 

names are used interchangeably. The continuous (analog) signal is originally found in 

nature and is usually measured and generated by the different sensors. 

1.3. Discrete time (digital) signal 

In any data acquisition system, the measured values of the physical quantities are 

taken at regular periods of time. Therefore, the time is never being considered as 
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continuous but discrete. As such, a discrete time signal is defined as that obtained by 

converting a continuous signal at discrete instants of time. This is called discretization 

of continuous signal; hence the main property of a discrete signal is that it takes finite 

amplitude values at discrete instants of time.   

1.4. Sampled signal 

A sampled signal is defined as a continuous signal which is discretized at a regular 

time step and interval called sampling period. We will come back to explain in more 

details in the foregoing sections of this chapter. 

1.5. Quantification 

The quantification is defined as the process and operation of attributing to each 

amplitude value of the sampled signal a binary number; that is a pattern of bits 0s and 

1s.    

1.6. Digital signal  

A digital signal can be defined as a sampled signal with quantified amplitude. 

1.7. Causal signal  

A causal signal is defined to be of zero values for negative instants of time. This 

signal is of paramount importance for the design and analysis of control systems in 

general. Therefore, regarding the scope of course, we will be interesting only with 

causal signals and causal systems. 

2. Laplace transform: A Review 

2.1. Definition  

Laplace transform is a mathematical tool used to fundamentally solve linear 

differential equations. In the context of control system design and analysis, this tool is 

employed to develop and derive a continuous input-output modeling and 

representation of the system (process) to be controlled or the whole control system. 

The use of Laplace transform also makes ease a direct and qualitative analysis of the 

effect of different environmental variables and parameters of the system’s behavior 

and performance. 



�����������	��
����������������������	�	����	������������	���

�

���������	
���������
4 

Mathematically, the mapping of the continuous time function ���� of the variable 

‘�’ to the frequency domain function ����  of the complex variable ‘�’ is called 

Laplace transform. It is defined as [1]: 

���� � �	����
 � � ����� ���
�

��
��������������������������������������������������������� 

For ���� causal signal, that is:  ���� � �� ������� � �, Laplace transform definition 

becomes: 

���� � �	����
 � � ����� ���
�

�
���������������������������������������������������������� 

Where: 

�	� 
 : is the symbol given to Laplace transform operator. 

Expressions (1.1) and (1.2) define respectively two-sided and one-sided Laplace 

transforms. 

In both expressions, we read that Laplace transform of the continuous time signal ���� 

is ����� 
Example: 

Let ���� � ��� be continuous and causal signal.  

Calculate its Laplace transform. 

Answer: 

We apply the definition (1.2) on the signal ����, we get : 

���� � �	����
 � � ����� ���
�

�
�� � � ��� � ���

�

�
�� � � �������

�

�
�� 

���� � ���� � ��  �������!����������������������������������������������������������������������������� 
Therefore: 

�	���� � ���
 � ���� � ��� � �� 
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2.2. Properties of Laplace Transform 

Many important properties are characterizing Laplace transform. If we have: 

���� � �	����
����������������������������������������������������������������������������������������"� 

We summarize the main of these properties in Table 1.1 as follows: 

Table 1.1 Main properties of Laplace transform 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

N° Property  Time signal Laplace Transform  

1 
Linearity 

 
#�$��� % &�'��� #�$��� % &�'��� 

2 
Time 

Delay 
��� � (� �)� � ���� 

3 
Time 

Advance 
��� � (� )� � ���� 

4 

Complex 

Translation 

 

��� � ���� ��� � (� 

��� � ���� ��� � (� 

5 
Time 

Scaling 
���*�� ������ 

6 Derivative 
�������  ����� � ����� 

7 
Derivative 

of Order  n 

��+�������+  

�+����
� , �+�$�-+�$

-.�
� /��-�������- 0�.�1 

8 Integral ���2��

�
�2 

����� � ��$�����  

9 

Initial 

value 

theorem 

����� � 345�6�1 ���� 345�6�7 ����� 

10 
Final value 

theorem 
��8� � 345�67 ���� 345�6� ����� 
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2.3. Laplace transform of basic and familiar signals 

In the following table (Table 1.2), we mention and summarize the Laplace transform 

of the most basic signals and widely employed in the design and analysis of 

continuous time control systems. 

Table 1.2 Laplace transform of basic signals 

N° 
Time domain function : 9�:� 

Laplace  Transform: ;�<� 

1 =��� � 

2 >��� 
�� 

3 �� >��� 
��' 

4 �+� >��� 
?@�+�$ 

5               ��� � >��� 
�� � � 

6 �+� ��� � >��� 
��� � ��+�$ 

7 A4B�C�� � >��� 
C�' � C' 

8 DEA�C�� � >��� 
��' � C' 

9         ��� A4B�C�� � >��� 
C�� � ��' � C' 

10          ��� DEA�C�� � >��� 
� � ��� � ��' � C' 

 

Where: 

=���F is the unit impulse (Dirac) signal (function). 

>���F is the unit step signal (function). 

3. Sampling of Continuous (Analog) signals 

3.1. Definition of Sampling  

The sampling can be defined as the process and operation of converting a 

continuous time (analog) signal ���� into discrete time signal consisting of a series of 
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impulses of amplitudes determined as the values of the continuous time signal ���� at 

the sampling instants [2]. Consequently, the sampling operation produces a sequence 

of samples denoted by 	��HI��
 from the given analog signal�����. We express this 

sequence of samples as: 

	��HI��
 � 	����� ���I��� ���I��� J � � ��HI��
�������������������������������K� 

We denote the sampled signal as; 

�L��� � ��HI�� � 	��HI��
�������������������������������������������� 
� 	����� ���I��� ���I��� J � ��HI��
 � 	��� �$� �'� J � �-
�������M� 

Where: 

HF is an integer ; HNO. 

I�F is the sampling period (I� P �). 

HI�F are defined to be the sampling time instants. 

��HI�� � �- � �L���F is the notation used to refer the sampled signal obtained to the 

amplitudes of the continuous time signal ���� at the corresponding sampling time 

instants HI� � 
3.2. Principle of Operation of Sampling 

To understand the principle of operation of sampling, we need to define the 

following two important functions: 

3.2.1. Dirac (Impulse) Function: =��� 

The Dirac function���=���, also known as Kronecker function, is a non-practical 

signal. Mathematically, it is defined to be a rectangular signal for which the time width 

tends to zero and the amplitude (length) tends to infinity with an area equals one. This 

is expressed as [3]: 

=��� �
QRR
S
RRT
���������U���� � �������������������������������������������������������V��� W ����������������������������������������������������

� � =����� � ����������������������������������

��
�������������������

/ ��������������������X� 
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As a shifted version of =
following: 

=�� � ��

 

3.2.2. Train of Impulses: Y
The train of impulses, denoted as 

the sampler in the field of sampling.

Z��� � =
Graphically, the sampling function is represented, 

figure below: 

Fig.1.1 Graphical representation of train of impulses signa
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=��� at the time instant ��, =�� � ��� is defined by the 

�� �
QRR
S
RRT
���������U���� � �������������������������������������������V��� W ����������������������������������������

� � =����� � ����������������������������������

��
����

Y[�:�  

The train of impulses, denoted as =\���,  is known to be the sampling function or 

the sampler in the field of sampling. Mathematically it is defined as: 

=\]��� � , =�� � HI���

-.�
���������������������������������

Graphically, the sampling function is represented, using Matlab, as it is shown in the 

Graphical representation of train of impulses signa

� is defined by the 

��������������
��������������
����������������

/ ����������^� 

known to be the sampling function or 

 

��������������������������_� 

using Matlab, as it is shown in the 

 

Graphical representation of train of impulses signal 
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Based on the above definitions of the Dirac and the train of impulses function as 

basic signals, the sampling of an analog signal ���� can be mathematically described 

as the product and multiplication of the continuous signal to be sampled by the train of 

impulses (sampler), Z���� 
For � P �� we can write: 

�L��� � ��HI� � ��H� � ���� ` Z��� � ���� ` =\������ 
�L��� � ���� ` , =�� � HI��

-.�
� ,��HI� ` =�� � HI��

-.�
��������������������a� 

We can illustrate the sampling operation as it is shown in the following figure: 

 

 

 

 

 

 

Fig.1.2 Schematic illustration of sampling 

3.2.3. Modeling and Representation of a Sampler 

For the sake of simplifying the study and analysis of sampled data control systems, 

the sampling mechanism depicted and illustrated in Fig.1.2 above is conveniently 

modeled and represented by an ideal switch that closes at each sampling instant for an 

infinitesimal time duration (� 6 �) and keep open thereafter for a time duration 

corresponding to the value of the sampling period I�. This model given to the sampler 

is shown in the following figure (Fig.1.3). 

 

 

 

  

 

Fig. 1.3 Modeling of a sampler using an ideal switch 

�

I�
�L����
��H���

����� `�

=\]����

�L���������

�

I��
�L����
��H���

�������������

	
�������������	����[<���
�L����
��H���

�����
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3.2.4. Typical standard sampled signals

The outcome of the sampling operation described above is the sampled s

discrete time signal. To end up this section, we gi

familiar and widely used discrete time signals as l

systems are concerned. It is im

described. 

3.2.4.1. Unit impulse discrete time signal: 

The sampled or discrete time of the impulse or Dira

=�H� � b
However, the discrete time unit impulse signal shif

=�H � H�

Graphically, both discrete time unit impulse signal

represented according to the figure below:

Fig.1.4 Graphical representation of discrete impulse signal
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sampled signals 

sampling operation described above is the sampled s

discrete time signal. To end up this section, we give some examples of the most 

familiar and widely used discrete time signals as long as the sampled data control 

It is important to notice that only causal signals are bein

Unit impulse discrete time signal: Y�c[<� 

The sampled or discrete time of the impulse or Dirac signal is defined as:

a��������T��� � ��������������������������U�� V �����������������/ ��������������������������������
However, the discrete time unit impulse signal shifted in time at  � is defined as:

�� � a ��������T��� �  ���������������������U��� V  ��������
/ ��������������������������

Graphically, both discrete time unit impulse signal and its time shift version are 

represented according to the figure below: 

Graphical representation of discrete impulse signal

sampling operation described above is the sampled signal or a 

ve some examples of the most 

ong as the sampled data control 

portant to notice that only causal signals are being 

c signal is defined as: 

��������������������������� 
is defined as: 

��������������������������� 
 and its time shift version are 

 

Graphical representation of discrete impulse signal 
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3.2.4.2. Unit step discrete time signal: 

When sampled, the unit step signal

>� � � a�

The sequence definition of the discrete time 

>� � � >
Similarly, we can define a time shift at 

>� �  �
In the following figure, we show the graphical repr

signal as well as its time shifted version, where t

as: H� � ���c� 

Fig.1.5 Graphical representation of discrete 
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Unit step discrete time signal: d�b� 
he unit step signal is defined as: 

a�������U�� e �����������U�� � � / �������������������������������������������������
The sequence definition of the discrete time (sampled) unit step signal is given as:

>� H�� � >K��� � f �g�
�������h-.�

� �������� I �i�
Similarly, we can define a time shift at  � of the above unit step signal as:

�� � a�������U�� e  �����������U�� �  ���
/ ������������������������������������

In the following figure, we show the graphical representation of the sampled unit step 

signal as well as its time shifted version, where the sampling period is taken arbitrary 

Graphical representation of discrete unit step signal

 

��������������������������� 
unit step signal is given as: 

i�������������������������"� 
of the above unit step signal as: 

�������������������������J� 
esentation of the sampled unit step 

he sampling period is taken arbitrary 

 

signal 
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3.2.4.3. Unit Ramp discrete time signal: 

The unit ramp sampled signal is defined according t

�� � � a ���
As a sequence, it is defined as:

�� � � �

�� � � ,
-

When it is time shifted at  �
�� �  �

Using Matlab, the graphical representation of 

in Fig.1.6 below, where the sampling period is taken to be: 

Fig.1.6 Graphical representation of discrete ramp signal
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Unit Ramp discrete time signal: j�b� 
The unit ramp sampled signal is defined according to the following description:

����U�� e ����������U�� � �/ ������F������ � � a H� ����U�� e��������U�� �
As a sequence, it is defined as: 

�� H�� � �K��� � ,�� H��=�� �  H��
�

-.�
���

,� H��=�� �  H��
�

-.�
� f �g��

������h-.�
� ����"�J� I

�, it is defined as : 

�� � a ����U�� e  �����������U�� �  �
/ ��������������������������������������

Using Matlab, the graphical representation of a typical discrete ramp signal

below, where the sampling period is taken to be: H� � ���c

Graphical representation of discrete ramp signal

o the following description: 

e ���
� � / ������������������L� 

� ��������������������������������� 

I i������������������W� 

�������������������������]� 
a typical discrete ramp signal is shown 

�c� 

 

Graphical representation of discrete ramp signal 
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3.2.4.4. Sinusoidal Discrete time signal 

If we consider ���� being unity

defined as: 

���� � �T?
When sampled at a regular sampling period 

defined as: 

�K��� � �� H�� �

�K��� � ,A4B��
�

-.�
Using MATLAB, the sampled sinusoidal signal can be depicted in 

comparison is done with the corresponding continuou

notice that the sampling period is taken in this ca

 

Fig.1.7 Graphical representation of discrete time sinusoida
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Sinusoidal Discrete time signal  

unity amplitude continuous time and causal sinusoidal signal 

�T?���� U� e ���������������������������������������������������
When sampled at a regular sampling period H�, the obtained discrete time signal is 

� � �� � � ,�� H��=�� �  H��
�

-.�
����������������

�C H��=�� �  H�� � a A4B�C H��������U�� ����������������������������U�� 
, the sampled sinusoidal signal can be depicted in 

comparison is done with the corresponding continuous time sinusoidal signal. We also 

notice that the sampling period is taken in this case to be: H� � ���c�

Graphical representation of discrete time sinusoida

 

continuous time and causal sinusoidal signal 

�������������������������^� 
, the obtained discrete time signal is 

�������������� 
 e �
 � ��

/ �������������`� 
, the sampled sinusoidal signal can be depicted in Fig.1.7. A 

s time sinusoidal signal. We also 

� 

 

Graphical representation of discrete time sinusoidal signal 
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4. Selecting the Appropriate Sampling Period 

It is known in digital signal processing domain that applying sampling operation to 

convert continuous time (analog) signal into discrete time (digital) signal is 

accompanied by an inherent error which is attributed to the choice of the sampling 

period�H�. Unfortunately, this error causes an important loss of information contained 

in the signal if the value of the sampling period is not conveniently chosen. This 

problem is also encountered when the design and analysis of digital control system is 

concerned. In order to solve this problem and achieving a good sampling, Shannon 

theorem is applied to choose the desired and convenient the sampling period. Using 

this theorem, it is ensured that the sampling operation is performed with minimum loss 

of information. 

4.1. Shannon theorem  

Shannon theorem states that for a continuous time signal to be built and regenerated 

from a given sequence of samples with a sampling period H�, the sampling angular 

frequency defined as C� � 'k
[\ � �l�� must be at least two times greater than the 

angular frequency of the of the continuous time signal. This statement can be 

interpreted as: 

If we assume ���� to be a continuous time signal of finite energy, hence having a 

calculated Fourier transform denoted by ��C� and illustrated as shown in Fig.1.8 

below: 

 

Fig.1.8 Frequency spectral of a given continuous time signal ���� 
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Where: 

CF is the angular frequency of the continuous time signal. 

Cm�nF is the greatest angular frequency contained in the frequency spectral ��C�. 
Then the Fourier transform��K�C� of the sampled signal ��K��� can be defined as: 

�K�C� � �H� , ��C �  C��
�

-.��
�������������������������������������������������������������� 

We notice that �K�C� is an infinite frequency spectrum obtained from the periodic 

spectrum of ��C� around the sampling angular frequency C�.  
By applying Shannon theorem, a perfect sampling operation is obtained if the 

sampling period is chosen such that the following relationship is satisfied: 

C� e �Cm�n �����������������������������������������������������������������������������������������������
The illustration of the frequency spectrum of the sampled signal �K�C� is shown in the 

following Fig. 1.9. 

 

Fig. 1.9 Case of frequency spectrum oK��� without aliasing phenomenon 

 

The effect of sampling period on the performance and operation of the digital control 

system can be seen from the following practical issues [2]: 

� When performing sampling, it is required to apply and respect the Shannon 

theorem. 

� If the sampling period H� is too small, the robustness and disturbance 

rejection performance of the feedback control system is highly deteriorated. 

� If on the other hand the sampling period H� is sufficiently high, high 

memory storage is meaninglessly needed.  
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In the following table (Table 1.3), it is given the appropriate values of the sampling 

period regarding some industrial processes subjected to sampling operation [8]. 

Table 1.3 Typical sampling period values for some processes 

Signal  
Recommended sampling period H� 

Current in Electric 

Drives 
L� � H� � �����p���

Position in Robotics ��� � H� � ���(���
Position in Machine 

Tools 
��L � H� � ����(���

Rate Signal � � H� � "�����
Level Signal L � H� � �������
Pressure � � H� � L�����
Temperature �� � H� � JL�����

 

5. Typical block diagram of discrete time feedback control system   

Throughout the previous sections and subsections of this chapter, the main and 

basic notions and concepts which are used in the context of discrete time (sampled 

data) control systems are defined and described. However, the crucial idea in all of 

these concepts is the sampling operation which allows the conversion of analog 

(continuous time) signals into discrete time signals. Due to the fact that the majority 

the controlled processes are of analog nature, the use and implementation of these 

signal converters are principal and mandatory to be able of performing the desired 

control tasks. 

In order to accommodate the functional and operational requirements in terms of 

signal type processing, any discrete time (digital) control system should incorporate 

these signal conversion devices. These are called respectively Analog-to-Digital and 

Digital-to-Analog Converters, which are respectively abbreviated as ADC and DAC. 

Consequently, the general structure of the block diagram representing a typical 

discrete time feedback control system is as illustrated in Fig.1.10. 
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Fig.1.10 Typical block diagram of discrete time feedback control system 
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5.1. Description of Basic Components of Digital Control system  

The operation of the digital control system which is represented by the above 

typical block diagram is fully accomplished through the following three (03) 

functional blocks: 

• Analog to Digital Converter (A/D): 

This block consists of an electronic device that converts the continuous time 

(analog) signal to a digital (binary) signal in order to be compatible with the digital 

controller (micro-processor or microcontroller or any digital-like device) operation. 

Because, for the computer to respond to any outside event, the data representing this 

event must be converted into digital form (1 to 5 volts), which is being suitably 

processed and wired to the computer’s processor [4].  

• Digital to Analog Converter (D/A): 

Digital to Analog Converter (D/A) is an electronic device responsible of converting 

the output of the digital controller (pattern of 0s and 1s) into analog (continuous 

time) signal to be compatible with the “plant” input (continuous time signal). 

• Digital controller:   

is the heart of the digital control system, which is an algorithm (software program) 

implemented to process digital data and generates the appropriate control signal 

applied at the input of the controlled plant. 

The content of the subsequent chapters will be based on the above typical and general 

structure of discrete time feedback control system. 

5.2. Digital Control Systems vs. Analog Control System 

Regarding discrete time (digital) control systems, the following advantages over 

continuous time (analog) control systems can be pointed out: 

� As the hardware implementation of analog control systems is a circuit 

composed of passive and active electronics devices where their properties are 

highly affected by external factors such as temperature. Hence, the 

performance of the control system is strongly influenced. However, digital 

control systems are software based implemented, which means that their 
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dynamic performances are far from the influence of such external affecting 

factors. 

� Since digital control systems are software implemented, consequently, their 

size is too smaller compared with that of analog control system. 

� One of the most important property and advantage of a digital control system 

over the analog control system consists in its high reproducibility to fulfill the 

targeted application requirements and specifications. This is because there is an 

unlimited means of programming. This greatest advantage makes the digital 

technology more flexible in case of any required modification  

� Another valuable advantage of digital control systems consists in their ease of 

troubleshooting the faults and defected operating conditions compared to the 

analog control system for which the troubleshooting process is more difficult 

and laborious. 

Despite these great advantages of implementing discrete time (digital) control systems, 

they however presents some disadvantages such as: 

� The mathematical analysis and design of a discrete-time control system is more 

complex and tedious as compared to continuous-time control system 

development. This is because of the additional analysis and design parameter, 

particularly that of the sampling period. 

� Because the A/D converter, D/A converter, and the digital computer in reality 

delay the control signal input (sampling period is not zero), the performance 

objectives can be more difficult to achieve since the theoretical design 

approaches usually do not model this small delay. 
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1. Introduction  

As it was stated in the previous chapter that a signal is a physical quantity that 

contains and carries data and information. Similarly, a system is a mechanism that 

establishes and responds to a relationship between the different affecting input signals. 

These signals need to be processed in order to study and analyze the system’s 

behavior. As it is the case of continuous time systems, the Laplace transform 

represents the powerful mathematical tool that allows these study and analysis, in 

discrete time case, Z transform is instead used. 

2. Mathematical Definition of Z Transform 

If we assume ����� � ����	� � ���� to be a given sampled (discrete time) signal, 

its Z transform denoted as 
��� is defined as a function of the complex variable ‘z’ by 

the following mathematical expression: 


��� � ������	�� � �������� � � ����	����
�

���
����� 

The expression (2.1) defines what is called two sided Z transform for any discrete time 

signal. As a particular case which concerns the causal discrete signals and systems, the 

one sided Z transform is defined as: 


��� � ������	�� � �������� � �����	����
�

���
����� 

In both definitions, the symbol � is used to denote the Z transform operator. 

3. Derivation of Z transform 

Before tackling the mathematical derivation of Z transform expression, we 

introduce the following definition of Laplace transform of discrete time (sampled) 

signal. 
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3.1. Laplace Transform of sampled signal  

We consider ����� being the sampled signal of the continuous time signal ����, we 

accept without proof the definition of Laplace transform of the signal ����� denoted by 


���� and given by: 


���� � �������� � �����	���	���
�

���
����� 


����� is also called stared Laplace transform. 

In the following figure (Fig.2.1), we give an illustration of how the Laplace transform 


���� is calculated: 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.1 Illustration showing the calculation of stared Laplace transform 
���� 
 

After we have introduced this concept of Laplace transform of sampled signal, we 

are at the level of deriving the expression defining the Z transform. 

Let us consider ����� being the causal sampled signal expressed as: 

����� � ����	� � ����� ������ � ���������  ��	�
�

���
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���
���!� 
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By applying stared Laplace transform given by (2.3) on expression (2.4), we get: 


���� � �������� � �'�����	�� ���  ��	�
�

���
�( ��	���

�

���
 


���� � �����	���	���
�

���
���)� 

Then, we use the variable transformation given by: 

� � �	�� ���*� 
The equation (2.5) becomes: 


���� � �����	����
�

���
� 
������+� 

Expression (2.7) is exactly the definition of one sided Z transform given previously by 

(2.2). 

4. Some Properties of Z transform  

Z transform, as Laplace transform, possess many properties, however in this 

section, we will focus on the most and widely used ones in the field of designing and 

analyzing discrete time (sampled data) control systems. 

4.1. Linearity  

The linearity property of Z transform is stated as follows: 

Consider �,��� and �-��� being two discrete time (sampled) signals, for which: 

.
,��� � /��,����
-��� � /��-����
0 

If 12 3 are real numbers, then: 

/�1�,��� 4 3�-���� � 1/��,���� 4 3/��-���� � 1
,��� 4 3
-������5� 
4.2. Time Translation  

If ���� is discrete time signal and 
��� its Z transform, let 6 7 8 and �	 9 #, then 

two types of time translation on  ���� are distinguishable: 
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4.2.1. Time delay  

/����  6�	�� � ��;/������ � ��;� 
������<� 
4.2.2. Time Advance  

/���� = 6�	�� � �; '/������  � ����� ���
;�,

���
( 

/���� = 6�	�� � �; '
���  � ����� ���
;�,

���
(����#� 

4.3. Time Multiplication 

If ���� is discrete time signal and 
��� its Z transform, the Z transform of the product 

time and the signal ���� is obtained as follows: 

/������� �  ��	 >>� ?/������@ �  ��	 >
���>� ������ 
4.4. Discrete Convolution Theorem 

If ���� is discrete time signal and 
��� its Z transform, the Z transform of the time 

convolution of the two signals �,��� and �-��� is calculated as [8]:   

/��,��� � �,���� � 
,���� 
,��������� 
4.5. Initial value theorem 

Let ���� � ����� � ����� be a discrete time (sampled) signal and 
��� its Z 

transform. If we are in the frequency domain and we do not know the time domain 

expression of the discrete signal, the calculation of its initial value is performed using 

the initial value theorem which is stated as follows: 

��#� � ABC�D����� � ABCED�
��������� 
4.6. Final Value Theorem 

Let ���� � ����� � ����� be a discrete time (sampled) signal and 
��� its Z 

transform. If we are in the frequency domain and we do not know the time domain 
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expression of the discrete signal, the calculation of its final value is performed using 

the final value theorem which is stated as follows: 

���� � ABC�D� ����� � ABCED,��  ��,�
�������!� 
5. Z transform of the most familiar sampled signals 

In the following table (Table 2.1), we summarize the Z transform of the most 

known and used discrete time signals regarding the design and analysis of sampled 

data control systems. 

Table 2.1 Z transform of the most familiar discrete time signals 

Continuous 

time signal: 

F�G� 
Discrete time signal: 

F�HIJ�  
Z transform 

K�L�  
���� ����	� � ���� � 

M��� M���	� � M��� ��  � 

� ��	 ��	��  ��- 

�- ���	�- 
��� = ���	-��  ��N  

�N ���	�N 
���- = !� = ���	-��  ��O  

�PQ �P��� � R� 
��  R � ��  �P�� 

RQ R��� ��  R�� 
�  �SQ �  R� 

��  R����  ����  R� 
�SQ  �TQ R�  U� 

�R  U����  R���  U� 
���SQ ��	R� 

R��	��  R�- 
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6. Calculation Methods of Z transform 

We distinguish two approaches to be used in calculating the Z transform of given 

signal. These are time domain and frequency domain approaches. 

6.1. Time domain Approach 

This approach considers the calculation of Z transform of a sampled signal directly 

using the definition of Z transform. That is, if ���� � ����� is the sampled signal of 

the continuous time signal ����, its Z transform is calculated as: 


��� � /�����	�� � /������� � �0�������VE�W�X�  

��� � 0
����VE�W�X� ������	����

�

���
����)� 

This approach can be illustrated using the following diagram of Fig.2.2: 

 

 

 

 

 

  

 

 

 

 

 

Fig.2.2 Diagram illustrating calculation of Y�Z� using time domain approach 
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Example: 

Consider the sampled unit step signal M���	�, we need to calculate its Z transfer 

function using the explained time domain approach. 

Solution:  

The use of time domain approach assumes the knowledge and availability of the 

sampled signal expression in the time domain. 

The sampled unit step signal is defined as: 

M���	� � .�2a� b ##2a� c # 0 
Using (2.7), the Z transform of M��� is: 

d��� � /�M���	�� � 0d����VE�W�X� ��M���	�� ���
�

���
���� ���

�

���
�����

�

���
 

The latter expression is convergent geometric sequence of base:  e � ��,, it results: 

d��� � ��  ��, � ��  �2V��,V c � 

6.2. Frequency domain Approach  

This approach assume that we only know the Laplace transform 
��� of the 

continuous time signal ����, then we can calculate the Z transform 
��� of the discrete 

time signal ����� � ����	� � ����� 
In order to do so, several methods can be found; the most widely used are: 

� Residues Method. 

� Partial Fraction expansion Method. 

� Polynomial Division Method. 

We will explain the use of all them due to their importance and extensively use in both 

signal processing and digital control system design and analysis. 
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6.2.1. Residues Method 

The Residues method of calculating Z transform of any sampled signal described 

by the Laplace transform of the corresponding continuous time signal is used as 

follows: 

Given
��� � f������, then, Z transform of ����� is calculated by: 


��� �� ghij �� 0kg��l>M��m� 
����  �	����,no	�ijij ����*� 
Where: 

ph� are the poles of 
���. 
gh� are the residues corresponding to the poles ph. 
According to expression (2.16), the use of Residues method depends on two observed 

cases: 

� Case 1: all the poles qr are simple and real 

If s��� and t��� are respectively the Numerator and Denominator of 
���, that is we 

can write:  


��� � s���t��� ����+� 
When all the poles ph of 
��� are simple and real, the Residue corresponding to the lQu 

pole is calculated as: 

gh � 0kg��l>M�m� 
����  �	����,no	�ij �
s�ph�t��ph� � 0

��  �	����,o	�ij ����5� 
Where: 

t��ph� � 0>?t���@>� v
	�ij

����<� 
Illustration: 

We give the following example to illustrate the application of Residues method in this 

first case of simple and real poles of the known Laplace transform function. 

Let: 
��� � ,
	 , we want to calculate 
���. 
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Answer: 

We can write: 
��� � w�	�
x�	� � ,

	 , this means that: .s��� � �t��� � �0 
The poles of 
��� are the roots of t���ythat is: 

t��� � # z � � # z � � p, � #� 
It results that 
��� has only one simple and real pole. 

Therefore: 

t��� � p,� � 0>?t���@>� v
	�i{

� � 

Using (2.18), we obtain: 

g, � s�ph�t��ph� �
��  �	����, � �� � 0 ��  �	����,o	�� �

��  ��, � ��  � 

Since 
��� has only one pole, it exists only one residue, consequently, the 

corresponding Z transform is: 


��� �� ghij � g, � ��  ��, � ��  � 

� Case 2: Repeated poles 

When the Laplace transform 
��� has a repeated pole, say ph, of multiplicity factor 

« 6 », the Residue corresponding to this pole is calculated using the following general 

formula: 

gh � ��6  ��| >
;�,

>�;�, 0k��  p,�}  
����  �	����,no	�i{ ����#� 
Illustration: 

Calculate the Z transform corresponding to the Laplace function given by: 


��� � ��-�� = �� 
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Answer: 

We have: 
��� � ,
	~�	�,� � w�	�

x�	�, which implies that : . s��� � �t��� � �-�� = ��0 
We start by determining the poles of 
���; this corresponds to solve the equation: 

t��� � # z �-�� = �� � # z . �- � #� = � � #
0

z . � � p, � #2 �e�p�R��>pm��m��6 � ��� � p- �  �2�l6p��R�>e�R�pm��
0 

We calculate the residues corresponding to the repeated pole. Using (2.18) we get: 

g, � 0 >>� ��-� ��-�� = �� � ���  �	����,��v	�� 

� 0� ��  �	����,� = �� = ���	�	����,�� = ��-��  �	����,�- �v
	��
 

g, �  ��  ��,� = �	��,��  ��,�- �  ��  � = �	���  ��- 2a�	 9 # 
Using (2.18), the residue corresponding to the simple and real pole is: 

g- � 0 �t���� ���  �	����,�o	��, � 0
����� = �� = �- ���  �	����,�o	��, 

g- � ���  ������,� � ��  ���� 2a�	 9 # 
Regarding the two types of poles, the following end result can be obtained: 

/ � ��-�� = ��� � g, = g- �  ��  � = �	���  ��- = ��  ���� 2a�	 9 # 

6.2.2. Partial Fraction Expansion Method 

This method is the most familiar and widely used particularly in the field of control 

system design and analysis. It consists of decomposing the Laplace transform function 

into simple fractions of known and easy determined Z transform. After we use the Z 
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transform properties, it is possible to calculate Z transform of the originally given 

Laplace transform. 

Assuming that Laplace transform function possesses both types of simple real poles 

and repeated poles, the following general formula is used to expand it into simple 

partial fractions. 


��� � s���t��� � s�����  p,�;� � ��  p���̂�;�,  


��� �� �,h��  p,�;�,�h
;

h�,������������r�q��K���Gr��J�����Jq���r��G���q��G��q���J

= � ����  p��
^

��;�,����������r�q��K���Gr��J�����Jq���r��G��r�q������q���J

������ 

Where: 


���� represents Laplace transform fractional function of order “�”. o,� is the repeated pole of 
��� of multiplicity factor “6”. o�� is the �Pt simple and real pole of 
���� 
�,g and �� are unknown coefficients to be determined. 

�,g are the coefficients corresponding to the repeated poles; these are calculated using 

the following formula: 

�,g � ��k  ��{ =�g�,�=��g�,� 0��  o,�!
���U	�hz 2�ld� k � �2�2�2 � � 26������ 
��� are the coefficients corresponding to the simple real poles, these are calculated 

using the following formula: 

�� � 0��  o��
����	�h� ������ 
Example: 

Let’s take the Laplace transform function of the previous illustration and use partial 

fraction expansion to calculate its Z transform. 
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Answer: 

By observing the s-function
���, it has the pole o, � # which repeated twice and one 

single pole oM �  �, which is simple and real. Using partial fraction expansion 

defined in general by (2.19), we obtain: 


��� � ��-�� < �� � �,,� < �,-�- < �M�� < �� 
Using (2.20) and (2.21), the coefficients�,,, �,- and �M are respectively calculated as: 

�,, � ==� 0>�-X�Z�?U	�� � ==� 0j �� < �mn	�� �  � 
�,- � 0>�-X�Z�?U	�� � 0j �� < �mn	�� � � 
�M � 0>�� < ��X�Z�?U	��, � 0j ��-mn	��, � � 

Hence : 


��� � ��-�� < �� �  �� < ��- < ��� < �� 
By applying Z transform, we have: 


��� � />
���? � / j �� < ��- < ��� < ��m �  �/ j�om < �/ j �o-m < �/ j ��o < ��m 
Using linearity property of Z transform, it turns out that: 


��� �  / j��m < / j ��-m < / j ��� < ��m 
To finish, we still only to use the correspondence table between Laplace transform and 

Z transform of the basic signals to find: 


��� �  ��  � < �	���  ��- < ��  ���� 2`�	 9 # 
Obviously, identical results are obtained using either Residues or Partial fraction 

expansion methods. 
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7. Inverse Z Transform 

7.1. Definition  

While Z transform represents a mathematical tool applied on discrete time 

(sampled) signal which allows us to transform the work domain from time domain into 

frequency domain, inverse Z transform is the reverse operation; in other words, it is a 

transformation that allows us to obtain the discrete time domain representation of a 

sampled signal from the knowledge of its frequency domain representation. 

The inverse Z transform mechanism, denoted by the symbol��,, is described as: 

k��
��� � �������� � �������� 
����� 

����� � ����� � ��,>
���?������ 
7.2. Calculation of Inverse Z transform 

The same methods which are explained earlier and used to calculate Z transform of 

discrete time signals are also employed in calculating the inverse Z transform with 

only a little bit difference in their formulation and application procedure. These are as 

follows: 

7.2.1. Residues Method 

If it is known the Z transform 
��� � /�������, the sampled (discrete time) signal ����� � ����� is obtained back using residues method according to the following 

formula: 

����� � ����� �� fghi �� 0>f��k=L�=����,� 
���?UD�hihi ����"� 
Where: 

og� are the poles of the Z transform function 
��� � v�D�w�D�  
fg� is the residue corresponding to the pole og of multiplicity factor “6” , which is 

calculated using the following general formula : 
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fg � ��6  ��{ =�!�,�=��!�,� 0>��  og�!���,� 
���?UD�hi ����"� 
To illustrate the use of this method, we consider the following example. 

Example: 

Consider the Z transform defined by the function 
��� � ���D�D�,�}  2 `�	 9 #. 

Calculate the inverse Z transform of 
���? 

Answer: 

First of all, we need to determine the poles of 
���� we have: 

��  ��- � # y � � o, � �� d�o�Q��=ol��l�6 � � 

By applying the Residues defined by (2.24), we get: 

����� � ����� �� fghi � f, 
With : 

f, � 0>f��k=L�=����,� 
���?UD�hi � ��6  ��{ =�!�,�=��!�,� 0>��  og�!���,� 
���?UD�hi  
For 6 � �� 

f, � ���  ��{ =
�-�,�=��-�,� 0>��  ��-���,� 
���?UD�, 

f, � ==� 0j��  ��-���,� �	���  ��-mnD�, � ==� 0>�	��?UD�, � 0��	>���,?UD�, � ��	 
Therefore : 

����� � ����	� � ��,>
���? � f, � ��	 2`�	 9 # 
Which represents the sampled unit ramp signal. 

7.2.2. Partial Fraction Expansion Method 

This method, as it is previously explained, is based on decomposing the fractional 

z-function into simple elementary fractions where each partial fraction is a Z transform 
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of one of the basic and familiar sampled signals. However, the use of this method in 

calculating the inverse Z transform of 
��� is done according to the following 

procedure: 

Step 1: we construct the function: 
 �D�D  

Step 2: use partial fraction expansion to expand 
 �D�D   into simple elementary fractions. 

Step 3: obtain again the original function 
��� �  �D�D ¡ � 

Step 4: apply the inverse Z transform definition and use Z transform table to obtain the 

discrete time signal����	�. 
Illustration 2.3 

Given the z- function described by: 
��� � DND}�¢D~,� 
Use the partial fraction expansion method to calculate the sampled signal ����	�� 
Answer: 

We shall follow the indicated procedure according to the shown steps. 

Step 1: construction of the function 
 �D�D  

We have :  


���� � �"�-  )� < � ¡ �� � �"�-  )� < � � �
��  �� £�  �"¤ 

Step 2 : expansion of  �D�D into simple fractions 


���� � �
��  �� £�  �"¤ �

�,��  �� < �-£�  �"¤ 
Where : 

�, � 0j��  �� X�Y�Y mnD�, � 0¥��  �� �
��  ����  �"�¦§D�, �

0¥ �
��  �"�¦§D�, �

"� 
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�- � 0j¨�  �"© X�Y�Y mnD�,N � 0¥¨�  
�"© �
��  ����  �"�¦§D�,N

� 0j ���  ��mnD�,N �  
"� 

Therefore: 


���� � �
��  �� £�  �"¤ �

"���  ��  
"�£�  �"¤  

Step 3: obtaining 
��� 

��� � 
���� ¡ � � "� ���  ��  

"� �£�  �"¤ 
Then: 

���� � ����� � ��,�
���� � ��, ª "� ���  ��  
"� �£�  �"¤« 

���� � "���, � ���  ���  "���, ª �
£�  �"¤« 

Step 4: using Z transform table of standard signals 

By referring to Z transform table of standard sampled signals we find: 

��, � ���  ��� � L���	�2`�	 9 # 

��, ª �
£�  �"¤« � ¨

�"©
��� 2`�	 9 # 

It results: 

���� � ����� � "�L���	�  "� ¨�"©
��� 2`�	 9 # 
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7.2.3. Polynomial Division Method 

Polynomial division, also called long division, is based on one sided definition of Z 

transform given by (2.2) obtained after performing polynomial division of the 

Numerator r��� over Denominator s��� of the function 
����  The result of this 

division gives rise the time sequence defining the sampled signal; that is if: 


��� � ������	�� � �������� � �����	�����

���  
¬ ����	� � ��,�
���� � ���#�2 ����	�2 ����	�2 ����	�2 �� � � � 

The number of samples in the obtained time sequence is determined in such a way 

sufficient data points are reached. 

Example: 

Consider the function defined as: 


��� � �� < ��-  #�"� < #�� 

We want to calculate the inverse Z transform using the polynomial division method. 

Solution: 

�� < �  �-  #�"� < #�������������®D¯z~°�±D¯}~²�²®D¯³~´��
0 

The result of division yields:  


��� � ®��, < °� ±��- < ²� ²®��M <´�� 
From which the inverse Z transform is: 

����	� � ��,�
���� � ���#�2 ����	�2 ����	�2 ����	�2 �� � � � 
����	� � �#2 �2��52����2 �� � � � 
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Representation and modeling is a mandatory task throughout the process of designing 

any feedback control system and analyzing its performance. It allows defining and 

establishing the relationship between mainly the input and output signal as well as 

other signals affecting the operating performance of the control system. In this chapter 

we will be interesting of explaining the different methods and approaches used to 

mathematically represent and model the behavior of the sampled data (discrete time) 

control system. 

1. Basic Notions and Definitions 

Before we tackle the subject of this chapter stated earlier, it is important to present 

some preliminary definitions which need to be known. 

1.1. Automatic System  

 Automatic system is the field and domain that concerns the design methods and 

approaches which ensure the control of a physical system (process) behavior without 

the intervention of human being. Consequently, automatics deals with aspects like: 

modeling, identification and control system dynamics. 

1.2. System Modeling  

Modeling process can be defined as being the establishment and representation of 

the relationship between the input and the output variables as well as other affecting 

signals for a given physical system. The objective is to emphasize how a target output 

variable(s) can be controlled regarding the influence of input design or disturbance 

variables; hence mimicking the real behavior of the physical system. 

1.3. System Identification 

Identification of systems is mutually linked to its modeling, indeed it is the process 

of determining the designation of different variables describing the system’s model as 

well as the values of the associated parameters. Modeling and identification are two 

necessary phases before any work of control that can be done for an automatic system. 



�����������	��
����������������������	�	����	������������	���

�

���������	
���������
38 

1.4. System Control 

Controlling a system is defined to be the use and application of a control law or 

mechanism to affect the variation of its output response with respect to the applied 

desired behavior and taking into account the influence of surrounding environment. 

The objective of system control is to ensure the desired performance of stability, 

robustness and other properties. 

Regarding system control objectives, the general case is to make the system’s 

output response follow and track the variable profile imposed at its input reference 

whatever the surrounding influencing conditions (such as: noise, disturbance,…etc.). 

Particular case is when the aim is to keep and maintain the output response constant 

and fixe at that value preset at the input reference in all operating conditions; this 

control system is known, in the field of automatics, as regulatory control (automatic) 

system. 

Either general control system or regulatory control system, the following two types 

can be distinguished and implemented; we speak about open loop and closed loop 

control systems. 

1.4.1. Open loop control system 

An open loop control system is defined as the system when the control law does 

not depend on the value of the output but only on the value imposed at the input 

reference. In other word, an open loop control system there is no feedback from the 

output to the input. 

For sampled data control system, a typical block diagram of open loop system is 

shown in Fig.3.1. 

 

 

 

 

 

 

 

Fig.3.1 typical block diagram of open loop control system 
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1.4.2. Closed (feedback) loop control system 

Unlike open loop control system, closed loop (also called feedback) control system 

is characterized by the fact that the control law depends on the actual value of the 

output response. This is implemented by feeding back the system’s output to be 

compared with the imposed reference signal, which based on the comparison value the 

control and actuating signal is issued. 

For sampled data control system, a typical block diagram of closed loop system is 

shown in Fig.3.2. 

 

 

 

 

 

 

 

 

 

Fig.3.2 typical block diagram of closed loop control system 

1.5. Continuous control system 

A control system is said to be continuous (or analog) if both its input and output 

signals are continuous time or analog. 

1.6. Sampled date control system 

A control system is said to be sampled data, also called discrete or digital, if when 

it receives sampled (discrete or digital) signal it responds with a sampled or discrete 

time signal. 

It is important to state that, in automatic control system domain, the terms sampled 

data, discrete and digital are equivalently and interchangeably used and employed. 
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1.7. Linear control system 

A linear control system is defined as a system where its input-output representation 

or modeling can be described by a linear differential equation (for continuous time 

case) and by a linear difference equation (for discrete time case). This means that, for 

linear system, the system parameters do not vary as a function of signal level [3]. 

1.8. Time invariant control system 

Generally we define a time invariant system as being the system for which when a 

time shifted input signal is applied, the corresponding produced and generated output 

response signal is characterized by the same amount of time shift. 

1.9. Linear time invariant (LTI) control system 

A control system is said to be linear time invariant (LTI) when it is both linear and 

time invariant. From the mathematical point of view, an LTI system can be 

represented and modeled using linear differential equation of constant coefficients (for 

the case of continuous LTI system) or using difference equations (for the case of 

discrete LTI system). 

1.10. SISO and MIMO control systems   

Single input single output (SISO) control systems are characterized by only one 

signal as input and one controlled signal as output, however, multi-input multi-output 

(MIMO) control systems are those systems which are characterized by several variable 

signals as inputs and several controlled variable signals as outputs. It is important to 

point out that the same control methodology can be applied for both SISO and MIMO 

systems, the difference resides in the modeling and identification phases as well as the 

fact that MIMO systems encompass many output variables need to be controlled in 

response to the applied inputs. 

2. General block diagram of sampled data control system 

A sampled data (discrete) control system is implemented around a digital controller 

instead of the old existing analog controller; that is we may need only to change the 

analog controller and keep all other parts of the control system such as the controlled 

process and the used sensors. However, for the digital controller, as a digital system, to 
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work and operate properly, additional signal conversion devices need to be inserted at 

its input and output for signal conditioning and adaptation purposes. 

Among these devices to be used with the digital controller are respectively the Analog-

to-Digital Converter (ADC) at the controller’s input and the Digital-to-Analog 

Converter (DAC) placed at the controller’s output. 

With these two conversion devices inserted additionally with the digital controller, 

the general structure of sampled data (discrete) control system becomes as it is shown 

in Fig.3.3. 

 

 

   

 

 

 

 

 

 

 

 

Fig.3.3 General block diagram of sampled data (discrete) control system 

2.1. Component description of typical sampled data control system 

From the general and typical block diagram representing the sampled data 

(discrete) control system, the following components and parts are generally found. 

� Analog Process or Plant (�����): this represents the process to be 

controlled; that is it involves the output variable(s) being controlled or 

regulated. The controlled process is often preceded an actuating element or 

actuator.  

� Digital Controller (����): this is the main component in a feedback control 

system which is compulsorily being discrete or digital. The digital controller 

is usually represented by a discrete transfer function denoted as: ����! 
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� Sensor (,���):  for feedback control system we always need to measure the 

actual value of the output variable subjected to control. This is achieved 

using the sensor, which is generally represented by the s-transfer function 

,���! 

� Analog-to-Digital Converter (ADC): in sampled data control system, the 

DAC is necessary to convert the analog signal into digital one and hence 

make it pertinent and adequate as input to the digital controller of the 

system. 

� Digital-to-Analog Converter (DAC): the output of the digital controller is 

discrete (digital) which is applied as input to control the output variable of 

the analog process. As an analog system, the controlled process requires, for 

its proper operation and functioning, to be actuated by an analog input. Due 

to that fact, a DAC is inserted after the digital controller to convert its output 

digital signal into analog signal suitable as input to the process.   

Besides these components which are inherent when implementing any sampled data 

(or digital) control system, the following signal nomenclature is also necessarily to be 

known. We mean: 

•••• Setpoint signal (����): it represents the reference real valued quantity to be 

reached or followed by the controlled output variable of the control system. 

For general sampled data control system, this signal is assumed continuous 

time (analog). 

•••• Controlled output signal (-���): this is the output variable of the control 

system; more precisely, it is the output of the process targeted by the control 

or regulation. In major cases of implemented sampled data control system, 

the controlled process is of type analog; hence is its controlled output 

variable. 

•••• Measured output signal (
���): this signal gives us a quantitative measure 

of the actual value of the controlled output variable ���� which is issued by 

used sensor. The measured output signal may be discrete time or continuous 

time depending on the implementing method of the control system; 
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however, in our particular case of system’s block diagram shown in Fig.3.3, 

it is assumed analog-type signal. 

•••• Error signal (����): this signal represents instantly the difference between 

the setpoint and the measured controlled output signal values. 

Mathematically, we define the continuous time type error signal as: 

���� � ���� . ����������������������������������������������������������������������������������/!0� 

For a particular case of unity feedback control system, we have ���� � ����, 

expression (3.1) becomes: 

���� � ���� . ������������������������������������������������������������������������������������/!1� 

Obviously, the type of the error signal whether it is discrete time or continuous time 

depends on both the sensor’s technology used (analog or digital) and the implemented 

sampled data control system. 

•••• Control (actuating) signal (2�3�): it is the most important quantity in any 

feedback control system (continuous or discrete), which handles the action 

taken by the controller and being applied on the controlled process to alter 

the output response. Of course this signal is originally discrete (digital) 

because it is outputted by the used digital controller; it is being instantly 

converted into continuous time quantity 	��� using the inserted DAC to best 

suit the proper operation and functioning of the controlled process.  

Regarding its importance in the control system’s general block diagram and in order to 

include it in further analysis of the control system performance and characteristics, a 

modeled and representative component of the ADC converter is instead used. We will 

adopt the model represented and shown in Fig.3.4. 

 

 

 

 

 

Fig.3.4 Typical model representation of ADC (sampler) 
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As the case of DAC, the ADC converter should also be given a model such that it can 

be included in the analysis and design of the sampled data control system. a typical 

model and representation of this component is shown in Fig.3.5. 

 

 

 

 

 

Fig.3.5 Typical model representation of DAC 

 

Regarding the design and analysis of a typical sampled data (digital) control 

system, which is our fundamental focus and interest in this material, the quantifier in 

both ADC and DAC elements can be disregarded without affecting the targeted 

objectives. As such, the final models that can be given for these two components are 

represented in the following Fig.3.6 and Fig.3.7 respectively. 

 

 

 

 

 

Fig.3.6 Final model representation of ADC (sampler) 

 

 

 

 

 

Fig.3.7 Final model representation of DAC 

 

Consequently, the final general block diagram representing a sampled data control 

system shown earlier in Fig.3.3 is typically represented by the block diagram of 

Fig.3.8. 
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Fig.3.8 Typical general block diagram representation of sampled data control 

system 

 

3. Sampled data linear time invariant (LTI) control system modeling and 

representation 

3.1. Modeling of Linear time invariant system 

For any sampled data linear time invariant (LTI) system which is characterized by a 

single input and single output (SISO), a general input-output representation can be 

given by the following diagram. 

  

 

 

Fig. 3.9 General block diagram representation of LTI SISO and sampled data system 

 

With:  

=���> ?��� : represent, respectively the systems’ input and output. 

���� : denotes the transfer function describing the system’s dynamic behaviour. 

 

 

To model and represent the dynamic behavior of a sampled data (discrete time) 

system, we distinguish three methods: 

• Discrete transfer function. 
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• Difference equations. 

• Block diagram representation. 

The following sections of this chapter will devoted to explain and describe how a 

discrete time system can be modeled and represented using these methods, where the 

relationship between the different representations is mentioned as well. 

3.2.1 Modeling using discrete transfer function 

 As in the case of continuous time system, the discrete time system can also be 

represented by a discrete transfer function. Mathematically, it is defined as the ratio 

between the z transform of the input and the output of the system. the discrete transfer 

function is denoted by ����� and is expressed as: 

����� �
?����

=����
���������������������������������������������������������������������������������������/!/���

With: 

=����  and ?���� represent respectively the z transform of the input and the z transform 

of the output. 

Analytically, the discrete transfer function of a sampled data system can be explicitly 

expressed under three forms: 

• Polynomial ratio as a function of the variable ‘�’. 

• Polynomial ratio as a function of the variable ‘�BC’. 

• Gain-pole-zero form. 

(1) Polynomial ratio as a function of the variable ‘)’ 

A general form and expression of the discrete transfer function using the ratio of 

two polynomials as a function of the complex variable ‘�’ is given as follows: 

���� �
C����D���� � �EF�G H EB�GAB HIH EG�F��JF�K H JB�KAB HIH JK�F� �������������������������.!L�� 

With: C���� and D���� are respectively called the numerator and denominator of the transfer 

function �����. 
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EMand JN (O � P=/=0=.= Q = R= S � P=/=0=.= Q =�) are known coefficients corresponding 

respectively to the numerator C���� and denominator D����.  � and R are respectively the degrees of the numerator and denominator of the transfer 

function. 

Example: 

As an example of this representation form of a discrete transfer function, we consider 

the following: 

 

 

 

 

In this example, we have: C��� � � H /=���D��� � �T H P!0� - /=�where we notice that 

both polynomials are function of the complex variable ‘�’. 

We can use Matlab environment to implement this form of the discrete transfer 

function using the Matlab user defined function ‘ tf ’. this is done as follows: 

 

 

 

 

 

(2) Polynomial ratio as a function of the variable ‘(AU’ 

In some cases and for the sake of making easy the analytical manipulation and 

analysis of the discrete (sampled data) control system, we often require that the 

complex variable be ‘�AB’ instead of ‘�’. Therefore, by expressing the numerator C��� 
and the denominator D��� as a function of the complex variable ‘�AB’, the discrete 

transfer function can also be given the following form; 

���� � C����D���� � �EF H EB�AB HIH EG�AG��JF H JB�AB HIH JK�AK� ������������������������������.!V���
Example; 

As an example to the discrete transfer function expressed under this form we give: 

num_G =[1 1];  

den_G =[1 0.2 -1];  

Ts = 1;  

G = tf(num_G, den_G,Ts,'variable','z') 

���� � � H /�T H P!0� - /�'�(��<���� >���� <���� >����
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For which, C��� � �AB H �AT=���D��� � / H P!0�AB - �AT= and both of the 

polynomials are function of ‘�AB’. 

In this case also, it is possible to implement the discrete transfer function in Matlab 

environment using the following set of instruction with Matlab function ‘tf’: 

 

 

 

 

 

(3) Gain-pole-zero form of a discrete transfer function 

Sometimes, it is helpful to factorize the numerator C���� and denominator D���� 
with respect to their roots. The result will be a new form of the discrete transfer 

function known as Gain-pole-zero form that is expressed as follows: 

���� � C����D���� � � EFJF ��� - �B��� - �T�Q �� - �G��� - WB��� - WT�Q �� - WK� � � EFJFX Y� - �MZGM[BX �� - WN�KN[B �������������.!\�� 
�

���� � C����D���� � � EFJF ��/ - �B�AB�Q �/ - �G�AB��/ - WB�AB�Q �/ - WK�AB� � � EFJFX Y/ - �M�ABZGM[BX �/ - WN�AB�KN[B ��������.!]���
With: ^_`_a represents the gain of the discrete system. 

WN and �M (with O � /=0=.= Q ! = R=���S � /=0=.= Q ! = �) represent respectively the roots of 

the polynomials D��� and C���, which are respectively known to be the poles and 

zeros of the discrete transfer function representing the discrete system. 

 

 

num_G=[0 1 1];  

den_G=[1 0.2 -1];  

Ts= 1;  

G = tf(num_G, den_G,Ts,'variable','z^-1') 

���� �
� �AB H �AT/ H P!0�AB - �AT�'�(��<���� >���� <���� >����
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Example: 

As an example of the discrete transfer function written under the form gain-pole-zero, 

we give: 

 

 

 

 

 

Obviously, in order to express a discrete transfer function under the form gain-pole-

zero, from the polynomial ratio, we follow the steps in below: 

• Determine and calculate the gain of the transfer function using its definition as: 

b � EFJF 

• Determine the poles WN and zeros �M of the transfer function which are 

respectively the roots of the polynomials D��� and C���. 
• Finally, the gain-pole-zero of the transfer function is either of the forms (3.6) or 

(3.7). 

We can also generate the gain-pole-zero form of the discrete transfer function using 

MATLAB environment via the set of the following instructions. 

  

 

 

 

In this Matlab script, the gain of the discrete transfer function is determined to be 

equals b � ^_`_ � 0. 

On the other hand, the poles and zeros of the transfer function are respectively given 

by the two row vectors as follows: 

WN � c-/!/PV����P!dPVef � g-P!/PV�P!dPV h��i ���������M � cP��� - P!Vef � g P�-P!Vh� 

���� � 0��� H P!V��� H /!/PV��� - P!dPV��<���� >����

Zeros_G= [0 -0.5]' ; Poles_G= [-1.105 0.905]';  

K= 2; Ts= 1;  

G = zpk(Zeros_G ,Poles_G ,K ,Ts)�
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By using the MATLAB user-defined function ‘zpk’, we generate the gain-pole-zero 

form of the transfer function. 

3.1.1.1. System Characteristics from Discrete Transfer Function   

Regardless the form under which the discrete transfer function can be expressed, 

the following properties and characteristics of the digital control system are being 

extracted and deduced. 

(i) The roots of the numerator C��� are called the zeros of the transfer function 

(or of the system). They are denoted as:  �M = S � /=0=.= Q ! =�. 

(ii) The roots of the denominator D��� are called the poles of the transfer function 

(or of the system). They are denoted as: WN = O � /=0=.= Q ! = R. 

(iii) The denominator D��� is called the characteristic polynomial of the discrete 

transfer function. 

(iv) Correspondingly, the equation defined as D��� � P is known as the 

characteristic equation of the discrete system. 

(v) The degree of the polynomial D��� is equal to the order of transfer function 

(or the discrete system). 

(vi) Lastly, for the discrete system (transfer function) to be realizable, it should 

satisfy the condition of R j � 

3.2.2 Modeling using Difference Equation 

The difference (also called recurrent) equation for linear time invariant (LTI) 

sampled data (discrete time) system is analogous to differential equation used to 

describe and model the LTI analog (continuous time) system. 

In general form, the dynamics of an LTI discrete system can be described by the 

difference equation given as: 

�kEMl�& - S�G
M[F �kJN��& - O�K

N[F ������������������������������������������������������.!m�� 
With : l�& - S� and ��& - O� ; O � P=/= =0= Q = Ri ��S � P=/=0=.= Q =� are respectively the �� H /� input samples and �R H /� output samples of the discrete system. 
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EM = JNa are assumed to be known real coefficients. 

Therefore, using the difference equation, we can dynamically model the behaviour of 

the discrete system via the time occurrence of the input and output samples. 

As a particular case, when JN � /= O � P, the equation (3.8) is also written as: 

��&� � �kEMl�& - S�G
M[F -kJN��& - O�K

N[B ���������������������������������������.!d�� 
The equation (3.9) is particularly simpler when implementing the discrete time 

(digital) system.�
3.2.2.1 Relationship between transfer function and difference equation 

representation 

The two representations of transfer function and difference equation used to model 

a discrete control system are in fact interrelated; that is we can go from one 

representation to another, also the reverse operation of obtaining one representation 

from the other is possible. 

In the following, we will describe, in general manner, how this relationship is 

established. 

We consider that we have a discrete system represented by its z transfer function given 

generally as: 

���� � >����n���� � C����D���� � �EF H EB�AB HIH EG�AG��JF H JB�AB HIH JK�AK� �����������.!/P�� 
With: >���� and n���� are respectively the Z transforms of the input and output of the 

discrete system. 

For the sake of simplifying things, the two polynomials of the transfer function C���� and D���� are expressed as a function of �AB. 

By performing cross multiplication of (3.10), we obtain: 

>����n���� � �EF H EB�AB HIH EG�AG��JF H JB�AB HIH JK�AK� ������������������������������������������������������������������������������������ 
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�o � �JF H JB�AB HIH JK�AK��>���� � �� �EF H EB�AB HIH EG�AG��n�����         
 o�YJF>���� H JB�AB>���� H IH JK�AK>����Z ��� 

� YEFn���� H EB�ABn���� H IH EG�AGn����Z������������������������.!//�� 
We apply next the inverse Z transform on both sides of expression (3.11), we get: 

6ABpJF>���� H JB�AB>���� H IH JK�AK>����q ���������������������������������� ���6ABpEFn���� H EB�ABn���� H IH EG�AGn����q���������� 
Using Z transform and inverse Z transform properties, which are identical, particularly 

the two properties of linearity and Z transform of time delay, it results: 

JF6ABp>����q H JB6ABp�AB>����q H IH JK6ABp�AK>����q �������������������� ��� EF6ABpn����q H EB6ABp�ABn����q H IH EG6ABp�AGn����q�������� o JF��&� H JB��& - /� H IH JK��& - R���������������������������������������������������������� ��� EF	�&� H EB	�& - /� H IH EG	�& - ������������������������������������������ 
Which is the corresponding difference equation representing the discrete (sampled 

data) system as it is obtained from the transfer function representation. This difference 

equation can be rewritten in more general form as: 

kEMl�& - S�G
M[F �kJN��& - O�K

N[F ��������������������������������������������������� �.!/0� 
Obviously, equation (3.12) is equivalent to equation (3.8). 

3.2.3 Modeling discrete system using block diagram 

The representation and modeling of LTI discrete system using block diagram, three 

basic elements are indeed required to be introduced. These are: 

• Scalar multiplication. 

• Algebraic sum 

• Discrete time delay. 
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3.2.3.1. Scalar Multiplication 

The question is how to represent graphically a discrete signal multiplied by a scalar��. 

This is done according to the following illustration (Fig.3.10): 

 

 

We can also do this representation as: 

 

 

 

 

Fig. 3.10 Block diagram representation of scalar multiplication operator 

3.2.3.2. Algebraic Sum 

The algebraic sum allows us to represent graphically several signals when they are 

summed up to produce an output signal.  

If lB�&�, lT�&� and lr�&� are supposed to be three signals scaled respectively by the 

gains �B , �T and �r  which are applied at the input of an LTI discrete system to 

produce the output signal ��&�. The block diagram representation of this sum of 

signals is shown as in Fig.3.11: 

 

 

 

 

 

 

 

 

 

 

Fig. 3.11 Block diagram representation of algebraic sum 

 

��&� � �l�&�� l�&�� �� ��&� � �l�&��

��&� � �l�&�� l�&�� ��&� � �l�&��
��

��&� � .lB�&� - 0lT�&� H lr�&��

k��
�U�lB�&��

lT�&��
lr�&��

�s�
�t�

��&� � .lB�&� - 0lT�&� H lr�&��
U�
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3.2.3.3 Discrete Time Delay  

In discrete time systems, time delay is represented by the operator �AB. The block 

diagram representation of the general case of time delay is given in Fig.3.12. 

 

 

  

Fig. 3.12 Block diagram representation of discrete time delay 

Illustrative example: 

Using block diagram representation, a typical LTI discrete (sampled data) system is 

shown in Fig.3.13. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. 13 Typical block diagram representation of LTI discrete system 

 

l�&�� �AG� ��&� � l�& - �����&� � l�& -���

k���AB�l�&�� l�& - /��
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-]�

��& - /��

��& - 0��

V��& - /��

-]��& - 0��

��&�� ��&��

�AT�

k��

�AB�
0�

0��& - .�� ��& - .��

-0�
l�& - 0��
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2.3.4. From block diagram to discrete transfer function representation 

We can obtain the discrete transfer function representing the behavior of any 

discrete system given its block diagram representation. The discrete transfer function 

is generated by passing through the difference equation determination from the block 

diagram. In the following illustrative example, we show the step-by-step procedure of 

so doing. 

Example: 

Consider the discrete (digital) system represented by the block diagram shown in 

Fig.3.13; derive the corresponding discrete transfer function of the system? 

Solution: 

From the block diagram representation of Fig.3.13, we can easily write the 

corresponding difference equation describing the behavior of the digital system as: 

��&� � l�& - /� - 0l�& - 0� H V��& - /� - ]��& - 0� H 0��& - .������������.!/.� 
By applying Z transform on both sides of eq.(3.13), we get: 

6p��&�q � 6pl�& - /� - 0l�& - 0� H V��& - /� - ]��& - 0� H 0��& - .�q 
Using Z transform properties particularly that of linearity and time delay, it results: 

>��� � �AB<��� - 0�AT<��� H V�AB>��� - ]�AT>��� H 0�Ar>��� 
We arrange the input samples in one side and the output samples in one side, it 

becomes: 

>��� - V�AB>��� H ]�AT>��� - 0�Ar>��� � �AB<��� - 0�AT<��� 
u �/ - V�AB H ]�AT - 0�Ar�>��� � ��AB - 0�AT�<������������������������������������ 

We apply the definition of discrete transfer function, we write: 

���� � >���<��� � �AB - 0�AT/ - V�AB H ]�AT - 0�Ar 

We can express ���� under the form of ratio of polynomials as function of � as: 

���� � >���<��� � �AB - 0�AT/ - V�AB H ]�AT - 0�Ar v �r�r � �T - 0��r - V�T H ]� - 0 
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Consequently, we have explained the relationship between the different 

representations of any given discrete or digital system. we have also mention how to 

move from one representation to another by just applying either Z transform or its 

inverse with their appropriate properties. 

4. Discretizing LTI continuous time systems 

We have seen in the first chapter the use of sampler to convert a continuous time 

(analog) signal into discrete time (digital) signal. The operation was called sampling or 

discretization and the electronic device performing this conversion is the analog to 

digital converter (ADC) which is modeled by an ideal switch as long as the analysis 

and design of digital control system is concerned. 

On the other hand, the design and analysis of sampled data control system often 

requires the discretization of a continuous time system. Usually this continuous time 

system to be discretized is represented by the Laplace transfer function. 

In this section we explore the different methods widely used and employed to 

obtain discrete transfer function from the existing Laplace transfer function, hence 

discrete system representation is obtained from that of continuous system. In this vein, 

the following discretizing methods can be distinguished.  

(1) Discretization using Zero Order Hold (ZOH) method. 

(2) Discretization using One Order Hold (1OH) method. 

(3) Discretization using Tustin approximation method. 

(4) Discretization using Euler approximation method.    

4.1.  Discretization using Zero Order Hold (ZOH) method 

The discretization of a continuous time system represented by an s-transfer function 

using the method of zero order hold (ZOH) is done by preceding the continuous 

transfer function ���� with the ZOH block (transfer function) �9:;���. This is 

illustrated by the following block diagram of Fig.3.14.   
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Fig.3. 14 Block diagram representation of continuous system discretization using ZOH 

method 

 

The discrete LTI system obtained using ZOH discretization method is represented by 

the following block diagram (Fig.3.15). 

 

 

 

Fig.3. 15 Block diagram of the equivalent discretized LTI system 

With: �wx��� : is the equivalent z transfer function of the resulted discrete system and is 

calculated as: 

�wx��� � >���<��� � �/ - �AB�y z����� {�������������������������������������������.!/L� 
4.2. Discretization using One Order Hold (1OH) method 

The one order hold (1OH) can also be used as a discretization method to obtain a 

discrete (digital) system from a continuous system. It is similar to ZOH method with 

the use of 1OH block instead of ZOH block. Hence, using this method, the block 

diagram illustration is depicted in Fig.3.16: 

 

 

 

 

 

Fig.3. 16 Block diagram representation of continuous system discretization using 

1OH method 

�

38�
l4����l���� �9:;���� '���� |��

����� �4����
<���� >4����<4���� >����

'�}�(��<���� >����

�

38�
l4����l���� �B:;���� '���� |��

����� �4����
<���� >4����<4���� >����
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  The discrete LTI system obtained using 1OH discretization method is represented by 

the following block diagram of Fig.3.17. 

 

 

 

Fig.3. 17 Block diagram of the equivalent discretized LTI system using 1OH 

method 

With: 38a is the sampling period. �wx��� : is the equivalent z transfer function of the resulted discrete system and is 

calculated as: 

�wx��� � >���<��� � �/ - �AB�Ty ~/ H 38��38��T �������������������������������.!/V� 
4.3. Discretization using Tustin approximation method 

The Tustin approximation, also known as Tustin Bilinear approximation, is used to 

convert a continuous time system into discrete time system. The equivalent z transfer 

function of resulted discrete system is obtained by performing in the s transfer function 

the following direct replacement: 

� � 038 �� - /��� H /��������������������������������������������������������������������������������������.!/\� 
With : 38a is the sampling period. 

Hence, the equivalent z transfer function representing the discrete system is generated 

and written: 

�wx��� � ������8[ T����AB����B��������������������������������������������������������������������.!/]� 
We can illustrate Tustin approximation method of discretizing a continuous time 

system by the following block diagram of Fig.3.18. 

 

'�}�(��<���� >����
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Fig.3. 18 Block diagram representation of continuous system discretization using 

Tustin method 

4.4. Discretization using Euler approximation method 

The Euler’s method of discretizing a continuous time system relies on Euler’s 

principle of approximating the first derivative of a continuous function between two 

consecutive sampling instants. In fact, Euler’s method contains two approximate 

versions known respectively as forward and backward approximations. 

4.4.1. Discretization using Euler Backward approximation method 

Euler’s backward approximation used to discretize a continuous system as it is 

represented by an s-transfer function consists of direct replacing the complex variable 

‘s’ by: ����AB���� . The illustration of this approximation is depicted in Fig.3.19. 

 

 

 

 

Fig.3. 19 Block diagram representation of continuous system discretization using 

Backward Euler’s method 

 

Using this method, the resulting equivalent z (discrete) transfer function can be 

obtained as: 

�wx��� � ������8[��AB���� ����������������������������������������������������������������������.!/m� 
Of course, in all the mentioned approximations, 38 is the sampling period. 

 

 

'����<���� >���� '�}�(��<���� >����� � 038 �� - /��� H /��

'����<�W�� >�W�� '�}�(��<���� >����� � �� - /�38� �
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4.4.2. Discretization using Euler Forward approximation method 

The Forward version of Euler’s approximation method for discretization is based 

on replacing the complex variable ‘s’ by:����AB�� . Therefore, using this approximation, 

the equivalent discrete transfer function obtained from the s transfer function is 

generated as: �wx��� � ������8[��AB�� ����������������������������������������������������������������������.!/d� 
The block diagram representation of the discretized system using Euler’s Forward 

approximation is illustrated in the following figure (Fig.3.20). 

 

 

 

 

Fig.3. 20 Block diagram representation of continuous system discretization using 

Forward Euler’s method 

Example:  

At the end of this section, we consider this example of discretizing a continuous 

time system modeled by the Laplace transfer function. 

Assume a continuous time system given by the s transfer function as: 

���� � 0�. H V��! 
Q: / using the aforementioned discretization methods, obtain the equivalent and 

corresponding z transfer function������?   

Answer:   

1) Using Zero Order Hold (ZOH) 

Using (3.13), the equivalent z transfer function is: 

����� � >���<��� � �/ - �AB�y z����� { � �/ - �AB�y � 0�V� �� H .V�� 

'����<�W�� >���� '�}�(��<���� >����� � �� - /�� �
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Applying partial fraction expansion on � T��8�8����� , we can write : 

0�V� �� H .V� �
�B� H �T� H .V 

With: 

�B � ��! 0�V� �� H .V��8[F � � 0�V�� H .V��8[F �
0. 

�T � ��� H .V� ! 0�V� �� H .V��8[F � �0�V� �8[Ar� � -0. 

That is : 

0�V� �� H .V� �
0.� -

0.� H .V  

It results: 

y � 0�V� �� H .V�� � y �0.� -
0.� H .V� �

0.y ~/�� - 0.y � /� H .V� 
By using the correspondence table between Laplace transform and Z transform, we 

get: 

y � 0�V� �� H .V�� �
0. �� - / - 0. �� - ��Ar���� 

Taking:�38 � /����, then : 

y � 0�V� �� H .V�� �
0. �� - / - 0. �� - ��Ar�� � 0. �� - / - 0. �� - P!VLmm 

 

 



�����������	��
����������������������	�	����	������������	���

�

���������	
���������
62 

Finally: 

����� � �/ - �AB� ~0. �� - / - 0. �� - P!VLmm� � � - /� ~0. �� - / - 0. �� - P!VLmm� 
����� � 0. - 0. � � - /� - P!VLmm� � 0. �� - P!VLmm - � H /� - P!VLmm � � 0. � P!LV/0� - P!VLmm� 

2) Using One Order Hold (OOH) Discretization Method 

Using this method, the equivalent z transfer function of the given s transfer function is 

obtained as follows: 

����� � >���<��� � �/ - �AB�Ty ~/ H 38��38��T ������� 
Taking:�38 � /����, then : 

����� � >���<��� � �/ - �AB�Ty ~/ H ����T ����� � 0V �/ - �AB�Ty � �/ H �����T �� H .V��� 
Applying partial fraction expansion on the s transfer function: � �B��8��8��8����  , we have: 

�/ H �����T �� H .V� �
�BB�T H �BT� H �r� H .V 

Where the coefficients are determined as: 

�BB � /P� � ��F����F� ��T �/ H �����T �� H .V���8[F � ���/ H ������ H .V���8[F �
V. 

�BT � //� � ��B����B� ��T �/ H �����T �� H .V���8[F �
��B����B� ���/ H ������ H .V���8[F

� ���/ H ��� - �� H .V���� H .V�T ��
8[F

� 0. 
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�r � ���� H .V� �/ H �����T �� H .V���8[Ar�
� �z�/ H �����T {�8[Ar� �

/Pd  

Hence: 

�/ H �����T �� H .V� �
V.�T H

0.� H
/Pd� H .V  

It results after using Z transform properties : 

y � �/ H �����T �� H .V�� � y � V.�T H
0.� H

/Pd� H .V� �
V.y ~ /�T� H 0.y ~/�� H /Pd y � /� H .V� 

Taking �38 � /���� and using the table of correspondence between z and s transforms, 

we get: 

y � �/ H �����T �� H .V�� �
V. ��� - /�T H 0. ��� - /�� H /Pd ��� - P!VLmm�� 

Finally : 

����� � 0V �/ - �AB�Ty � �/ H �����T �� H .V���������������������������������������������������������� 
� 0V �/ - �AB�T ~V. ��� - /�T H 0. ��� - /�� H /Pd ��� - P!VLmm��� 

����� � 0V �� - /�T�T ~V. ��� - /�T H 0. ��� - /�� H /Pd ��� - P!VLmm�������� 
����� � z0. /� H L/V �� - /���� H Ld �� - /�T��� - P!VLmm��{������������������������������������� 

���� 0LV z.�� - P!VLmm��. H 0�� H /P�� - /�T��� - P!VLmm�� {������������������������������ 
 



�����������	��
����������������������	�	����	������������	���

�

���������	
���������
64 

3) Using « Tustin » approximation Method : 

By direct use of the formula (3.15), and taking �38 � /���� for simplicity, the 

equivalent discrete transfer function is: 

�wx��� � ������8[ T����AB����B� � 0�. H /P �� - /��� H /�� �
0.�� H /� H /P�� - /��� H /�  

�wx��� � 0�� H /�/.� - ] ������������������������������������������������������������������������������������������������������������ 
4) Using Euler’s Backward Method 

From the formula (3.16), the discrete transfer function using this method 

version of Euler is: 

�wx��� � ������8[��AB���� � 0�. H V �� - /�� � � 0.� H V� - V� � 0�m� - V 

5) Using Euler’s Forward Method 

From the formula (3.16), the discrete transfer function using this method version of 

Euler is: 

�wx��� � ������8[��AB�� � 0�. H V �� - /�� � � 0.� H V� - V� � 0�m� - V 

This reveals that when the sampling period equals 1, the Backward and Forward 

versions of Euler are identical. 

5. Equivalent transfer function of complex discrete control system 

In this section, we consider the calculation and determination of the equivalent and 

global discrete transfer function of a sampled data control system consisted of an 

interconnection of elementary sub-systems. Any digital control system is found under 

two main structures depending on the way the elementary sub-systems are connected. 

These two structures are: 

• Open loop discrete control system: when the sub-systems are connected 

in series (or in cascade). 
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• Closed loop discrete control system: when the sub-systems are connected 

in both cascade and parallel structure. 

In developing the content of this subject, we will discover that the final expression of 

the equivalent discrete transfer function of the sampled data control system depends on 

the following two factors: 

(1) The number of the samplers used in the control system block diagram. 

(2) The position of the samplers regarding the elementary sub-systems. 

5.1. Case of Open Loop discrete control system 

In order to well understanding how to determine the equivalent discrete transfer 

function for given open loop discrete control system, we distinguish the following 

cases of how both the subsystems and the samplers are interconnected. 

5.1.1 Case of the continuous time system is between two samplers 

This situation can be depicted as in Fig. 3. 21. 

 

 

 

 

 

 

 

Fig.3. 21: (a) Block diagram of continuous time open loop system surrounded by two 

samplers, (b) Block diagram of the equivalent discrete system 

 

In this case, the equivalent transfer function of the discrete system is determined 

according to the following procedure: 

• Before the sampler �B, we have: 	��� � �� �n��� 
• After the sampler �B, we have: 	��� � � ��	4��� ����u �n��� � � ��n4��� 
• Before the sampler �T, we have: ���� � �� �>��� � n4���! ���� 
• After the sampler �T, we have: ���� � �����4��� ����u �>��� � ����>4��� 

� 	4����	���� ��W�� |��
����� �4����

n���� >4���n4�W�� >���� �����n���� >�����s��U�

�J�� �E��
|��
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Where ¡ denotes the Laplace transform operator. 

Using the operation principles applied on the given block diagram of Fig.3. 21 (a), we 

can perform the following: 

>4��� � c>���e4 � cn4���! ����e4 � n4���c����e4 � n4����4��� 

u
¢££
¤£
£¥>4��� � �[w�!¦�§̈ ¨̈ © �>����n4��� � �[w�!¦�§̈ ¨̈ © �n�����4��� � �[w�!¦�§̈ ¨̈ © �����

� 
From which, we obtain : >��� � n�������������������������������������������������������������������������������������������������� 
Consequently : 

>��� � n������� u ���� � >���n��� � yc>���eycn���e � yc����e����������������� 
Hence, we can state and apply the following rule which is used to determine the 

equivalent discrete transfer function corresponding to a continuous time system 

situated between two samplers. 

���� � >���n��� � yc>���eycn���e � �yc����e��������������������������������������������.!0P� 
With y denotes the z transform operator. 

5.1.2 Case of two cascaded continuous time systems with an intermediate sampler 

This case is illustrated by the following Fig.3. 22. 

To determine the equivalent discrete transfer function for this case, we can follow 

similar steps as in the previous case and we arrive to the following result: 

���� � ª���«��� � ycª���eyc«���e �� yc�B���eyc�T���e��������������������������������.!0/�  
With y denotes the z transform operator. 

Expression (3.21) can also be written as: 

���� � �B����T�����������������������������������������������������������������������������.!00��� 
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Fig.3. 22: (a) Block diagram of two cascade continuous time system 

                                    with an intermediate sampler  

                               (b) Block diagram of the equivalent discrete system 

 

5.1.3 Case of two cascaded continuous systems without an intermediate sampler 

This can be illustrated as in Fig.3.23 

By applying a similar procedure, we determine the equivalent discrete transfer 

function for this case and we end up to the following result: 

���� � >���n��� � yc>���eycn���e �� yc�B����T���e��������������������������������0!0.� 
With y denotes the z transform operator. 

Expression (3.23) can also be written as: 

���� � >���n��� � c�B�Te�������������������������������������������������������������������.!0L� 
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Fig.3. 23: (a) Block diagram of two cascade continuous time system 

                                      without an intermediate sampler  

                           (b) Block diagram of the equivalent discrete system 

5.2. Case of Closed Loop discrete control system 

In fact the determination of the equivalent discrete transfer function of a closed 

loop discrete (sampled data) control system is not unique even for the same structure 

and topology, because this fundamentally depends on both the number of samplers 

used and their locations within the system’s structure. For the sake of illustration, we 

will work out a typical closed loop discrete control system represented by the 

following block diagram of Fig.3.24. 

 

 

 

 

 

 

 

Fig.3. 24: Block diagram of typical sampled data closed loop control system 
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To determine the equivalent discrete transfer function of the closed loop sampled data 

control system described by the block diagram of Fig.3.24, we proceed as follows: 

We have: 

4��� � c���e4 � c¬��� - ®���e4 � c¬��� - +���>���e4�����������������������.!0V� 
By applying a virtual sampler at the input, we get: 

c¬��� - +���>���e4 � ¬4��� - c+���>���e4��������������������������������������������������.!0\� 
From (3.18) and (3.19), we can write: 

4��� � c���e4 � ¬4��� - c+����T����B4���4���e4�������������������������������.!0]� 
At the sampling time instant, (3.27) gives: 

4��� � c���e4 � ¬4��� - c+����T���e4�B4���4����������������������������������.!0m� 
From which we can write: 

p/ H c+����T���e4�B4���q4��� � ¬4�����������������������������������������������������������.!0d� 
On the other hand: 

>4��� � c>���e4 � c�T���<4���e4 � �T4���<4��� � �T4����B4���4�������������.!.P� 
From (3.30), we can write: 

4��� � >4����T4����B4��������������������������������������������������������������������������.!./� 
By substituting (3.31) into (3.29), we obtain: 

p/ H c+����T���e4�B4���q >4����T4����B4��� � ¬4�������������������������.!.0� 
After some manipulating steps and simplification, we end up to the following result: 

>4���¬4��� � �T4����B4���/ H c+����T���e4�B4���¬4�����������������������������������������.!..� 
Considering the sampling time instant, we apply Z transform on both sides of (3.33) to 

get: 
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6 ¯>4���¬4���° � 6p�4���q � 6 ¯ �T4����B4���/ H c+����T���e4�B4���¬4���°�����������������.!.L� 
Using the previous notions on Z transform application, the following final result 

represents the determined equivalent discrete transfer function that corresponds to the 

typical closed loop sampled data control system described by the block diagram of 

Fig.3.24. 

���� � >���¬��� � �B����T���/ H c+�Te����B�������������������������������������������������.!.V� 
Where: 

¢££
££¤
£££
£¥ ���� � 6p�4���q��������������������������>��� � 6p>4���q���������������������������¬��� � 6p¬4���q���������������������������B����T��� � 6p�B4����T4���q��B��� � 6p�B4���q�������������������������c+�Te��� � 6pc+����T���e4q�����

� ���������������������������������������������������.!.\� 

 

The above development and analysis can be illustrated as it is shown in Fig.3.25 

Based on the aforementioned demonstration and development used to determine the 

equivalent discrete transfer function of the typical closed loop sampled data control 

system, and due to the fact that this transfer function changes from one structure to 

another depending on the number of samplers and their locations within the system, 

the following closed loop sampled data control systems are further given and can be 

encountered. The reader can apply the same procedure to determine their 

corresponding equivalent discrete transfer functions. 
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Fig.3.25: (a) Block diagram of typical sampled data closed loop control system 

(b) Block diagram of the equivalent discrete control system 

 

Table 3.1 Possible closed loop structures of sampled data control system and their 

Equivalent discrete transfer functions 

Possible closed loop structure of sampled data 

control system 

Equivalent discrete 

transfer function 
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6. Equivalent transfer function of Associated LTI discrete systems 

Linear Time Invariant (LTI) discrete systems represented by their corresponding 

discrete transfer functions can be associated using three topologies which are: 

• Serial structure association. 

• Parallel structure association. 

• Feedback structure association. 

In this section, we will show how to determine the equivalent discrete transfer function 

of discrete systems when connected under these structures.  

6.1. Case of two discrete systems associated in series 

The equivalent discrete transfer function of two discrete systems connected in series 

(also called two systems in cascade) is determined as it is illustrated in the following 

Fig.3.26. 

  

 

 

 

 

Fig.3.26 Association of two discrete systems in series, (a) original block diagram, 

(b) The equivalent block diagram and the corresponding discrete transfer function 

6.2. Case of two discrete systems associated in parallel 

In the following figure (Fig.3.27) we illustrate how the equivalent discrete transfer 

function corresponding to two discrete systems connected in parallel is determined. 

�B����<���� >�����T���� �B����T����<���� >����
�J�� �E��
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Fig.3.27 Association of two discrete systems in parallel, (a) original block diagram, 

(b) The equivalent block diagram and the corresponding discrete transfer function 

 

6.3. Case of two discrete systems associated in feedback structure 

When two discrete systems are associated in a feedback structure, the equivalent block 

diagram with the corresponding equivalent discrete transfer function is determined as 

it is shown and illustrated in the following Fig.3.28. 

 

 

 

 

 

 

 

 

Fig.3.28 Association of two discrete systems in feedback structure, (a) original block 

diagram, (b) the equivalent block diagram and the corresponding discrete transfer 

function 
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The main objective of designing any feedback control system is to ensure its stability 

in general conditions but also this stability is required to be robust against some 

environmental properties and influences. This chapter will be fundamentally devoted 

to tackle in study and analysis the main performance properties of discrete and linear 

feedback control systems where the behavior of each system is represented by the 

corresponding discrete (or Z) transfer function. Mainly we will focus on how to study 

the stability and accuracy performance indices. 

1. Stability of discrete control systems 

In general, the stability of any closed loop control system is related to the value of 

the amplitude of the steady state response. In other words, the feedback control system 

can be viewed stable if the amplitude of its output response has a finite value as time 

tends to infinity. Conversely, the response amplitude value is unbounded, the control 

system is unstable.  

In this chapter our interest will be focused on defining and discussing the stability 

of linear time invariant discrete systems from two different perspectives; that is the 

stability regarding the steady state magnitude of the system response, where the 

asymptotic and marginal stability are to be defined. Similarly, the stability regarding 

the input and output characteristics which is called the stability in the sense of bounded 

input and bounded output (BIBO) will also be defined. Whereas the second 

perspective will be that of the stability based on pole locations of the corresponding 

discrete transfer function used to describe the behavior of the system. 

1.1. Asymptotic and Marginal Stability 

The definition of asymptotic and marginal stability is mainly related to the way and 

manner the system’s output response responds to the initial conditions. If it decays 

asymptotically to zero corresponding to the applied initial conditions, then we are 

talking about the asymptotic stability. We mathematically express this as: 

���������	 
 ��������������������������������������������������������������������������������������������	 
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Where: 

���	� is the output response of the discrete system. 

If however, the system’s response does not decay to zero due to the applied initial 

condition and stays bounded, in this case we are talking about marginal stability. We 

can mathematically express this as: 

���������	 
 � ����� � ����������������������������������������������������������������������������	 
Where: 

�� is any constant. 

1.2. Bounded Input-Bounded Output Stability   

The bounded input bounded output stability is defined based on the forced response 

with respect to the applied bounded input. To understand this definition, we introduce 

and define mathematically the bounded discrete input as follows: 

if  ���	 be a discrete signal with: � 
 �������� �� � ���  then ���	  is said to be 

bounded if its samples are upper limited; in other words, there exists a real 

number�� 
 �� � �, such that: 

��� � �� ����	�  �������������������������������������������������������������������������������	 
Consequently and based on the steady state amplitude or the magnitude of the output 

response, we can mathematically define the bounded input, bounded output stability 

as: 

����	�  !� ������"� 
 ������ � ����  !�  �
# $ ����	�  !% ������"� 
 ������ � ����  !%  �

# �����������	 
With: 

���	� ���	�� Are respectively the input and output of the discrete system. 

!�� !%�� Are respectively the input and output upper bounds. 
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1.3. Stability Definition in the Complex Z plane   

1.3.1. Mapping between s and z complex planes    

What is more important regarding the stability analysis and study of any linear time 

invariant closed loop control system whatever whether it is continuous time or discrete 

time (or sampled data) is the absolute and relative stability which are also known 

respectively as asymptotic and marginal stability. These two types of stability are 

hopefully determined by observing the location of the poles of the system’s closed 

loop transfer function in a complex plane formed by the two perpendicular axes called 

respectively as real axis and imaginary axis. 

Concerning the discrete feedback control system stability analysis, a mapping 

between the continuous time complex plane (s-plane) and the discrete time complex 

plane (z-plane) is generally established. As it is known, a continuous time closed loop 

control system stability is studied and analyzed according to the location of its poles in 

the complex s-plane in such a way the system is said to be absolutely stable when all 

its poles are located on the left hand side (LHS) of the s-plane, but if at least one pole 

is found on the Right Hand Side (RHS) of the s-plane, the system then is said to be 

unstable. Analogously, we can apply the same approach to determine the stability state 

of the discrete time control system but in the z-plane which is jointly related to the s-

plane according to the following demonstration. 

We have that the complex variables s and z are related by: 

& 
 '()* �����������������������������������������������������������������������������������������������������+	 
With: 

,(� is the sapling period. 

-� is the Laplace complex variable. 

If we consider that: 

- 
 . / 01�����������������������������������������������������������������������������������������������2	 
Where: 

.� and 1 are respectively the real part value and the imaginary part value of the 

complex variable. 
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Substituting (4.6) in (4.5), we obtain: 

& 
 '�4567	)* 
 '�4)*567)*	 
 '�4)*	� '�67)*	�����������������������������������8	 
Using Euler’s formula, we can write (4.7) as: 

& 
 '�4)*	� 9:;<�1,(	 / 0 <�=�1,(	> 
 ')*4?1,( # 
 �&�?1,( #�����������@	 
We can distinguish three different cases regarding the value of the parameter .� These 

are: 

• Case of A  �, which corresponds to the left hand side of the s-plane, and this 

gives: 

�&� 
 ')*4  ����������������������������������������������������������������������������������� 
That is the left hand side of s-plane corresponds to the inside the unity circle of 

the z-plane. 

• Case of A 
 B, which corresponds to the imaginary axis of the s-plane, and this 

gives: 

�&� 
 ')*4 
 ����������������������������������������������������������������������������������� 
That is the imaginary axis of s-plane corresponds to the boundary of the unity 

circle of the z-plane. 

• Case of A � �, which corresponds the right hand side of s-plane, and this gives: 

�&� 
 ')*4 � ����������������������������������������������������������������������������������� 
That is the right hand side of s-plane corresponds to the outside of the unity 

circle of the z-plane. 

Note: 

It is important to notice that the unit circle is defined in the complex z-plane as the 

circle of radius equals one (C 
 �) and centered at the point (0,0). 

From this demonstration we can establish a mapping between s-plane and z-plane. 

This mapping is illustrated in Fig.4.1. 
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Fig.4.1 Mapping between s-plane and z-plane 

 

1.3.2. Stability Theorem of discrete control system 

From this mapping and correspondence between s-plane and z-plane, and by 

analogy with the analog feedback control system, the stability of linear time invariant 

discrete (sampled data) control system can be studied and analyzed according to the 

following results: 

• The discrete feedback control system is said to be stable when all the poles of 

the corresponding discrete or z transfer function are located inside the unit 

circle of z-plane. In other words, for a discrete control system of order D� if 
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kl � M 
 ������ �� � D are its poles, then we say that this system is stable if and 

only if the following condition is satisfied: 

��M� �kl�  �����������M 
 ������ �� � � D 

• The discrete feedback control system is said to be unstable when there exists at 

least one pole of its corresponding z transfer function is located outside the unit 

circle of the z-plane. For a discrete control system of order D� we express this 

as: 

Mm�n�kl � -�op�KpLK��kl� � �� q Kp'�rM-oC'K'�-�-K'P�M-��D-KL!N' 

1.3.3. Stability conditions based on discrete transfer function and pole location   

The following stability conditions of discrete feedback control system which is 

represented by its z transfer function can be stated. The analysis and study of the 

different stability types can be easily done using these conditions and in accordance to 

the pole location. 

1.3.3.1. Asymptotic and Marginal Stability  

In order to determine whether a given discrete closed loop control system, which is 

represented by its discrete (also called) impulse transfer function is asymptotically or 

marginally stable, we accept without proof the following theorems. 

 

 

 

 

 

 

 

 

 

 

 

Theorem 4.1: Asymptotic and Marginal Stability 

In the absence of pole-zero cancellation, a Linear Time Invariant discrete 

(sampled data) control system is asymptotically stable if all of its z transfer 

function poles are located inside the unit circle of z-plane. If it exists at least 

one pole which is located on the boundary of the unit circle of z-plane, the so-

called system is said to be marginally stable. In the following example, we 

illustrate how to apply this theorem to test the asymptotic and marginal 

(critical) stability of discrete control systems. 
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1.3.3.2. Bounded Input Bounded Output (BIBO) Stability  

Regarding the discrete control system which is represented by its z transfer 

function and based on the principle of pole location in the z-plane, we can also test 

whether it is bounded input bounded output stable. To do so, the following theorem 

states the necessary and sufficient condition for BIBO stability. 

 

 

 

 

 

 

1.3.3.3. Some Results and Discussion 

The following notes can be pointed out in respect of the stability analysis of 

discrete control system. 

• In the case of there is no pole-zero cancellation in the z transfer function 

representing the LTI discrete control system, asymptotic stability is identical to 

Bounded Input-Bounded Output stability. 

• These two theorems applied to determine the stability of discrete closed loop 

control system is also valid for the same purpose of discrete open loop control 

system. 

Based on the above remarks and by combining the two theorems (4.1) and (4.2), we 

can conclude that even if there is a pole-zero cancellation, the asymptotic or marginal 

stability of the system can be concluded provided that the cancelled pole(s) is (are) 

stable; in other words, it (they) is (are located) inside or on the boundary of the unit 

circle of z-plane. This is true because stability determination is in fact the look for 

unstable poles. With the system declared stable, it means none is found. However, 

stable but hidden poles don’t lead to wrong conclusion about the stability. On the other 

hand, hidden and unstable poles do lead to draw wrong conclusion. We can notice this 

important result in the following example.  

 

Theorem 4.2: Stability in the sense of BIBO  

If there is a pole-zero cancellation, a discrete LTI closed loop control system is 

Bounded input-Bounded output stable if and only if all the poles of its 

corresponding z transfer function are located inside the unit circle.  

�
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Example 4.1  

Consider the linear time invariant control systems represented by the discrete transfer 

functions as below: 

1) st�&	 
 u�vwx	
�vwx	�vwy�t	 

2) sx�&	 
 u�vwy�x	
�vwy�x	�vwy�t	 

3) sz�&	 
 {�vwy�z	
�vwy�x	�vwy�t	 

4) su�&	 
 |�vwy�x	
�vwt	�vwy�t	 

We would like to determine whether these discrete transfer functions are 

asymptotically, marginally or Bounded Input-Bounded Output stable. 

Answer 4.1 

By referring to the two aforementioned theorems, the transfer functions st�&	 and 

sx�&	 both of them present a pole-zero cancellation and their remaining poles are 

located inside the unit circle (kt 
 ���� kt 
 ����LDr���kt 
 ����  �), hence these 

transfer functions are both BIBO stable. 

Concerning the discrete control systems represented respectively by the transfer 

functions sz�&	� and�su�&	, it is obvious that there is no pole-zero cancellation. Since 

sz�&	  have two poles��kt 
 ���� kx 
 ����LDr���kt 
 ����  �� �kx 
 ����  �; that is 

both of them are located inside the unit circle and sz�&	 is asymptotically stable 

(theorem 4.1). 

For the transfer function��su�&	, it has two poles ��kt 
 �� kx 
 ����LDr���kt 

�� 
 �� �kx 
 ����  �; that is one pole is located on the boundary of the unit circle 

which indicates that it is marginally (critically) stable (theorem 4.1).  

As we can notice, the transfer function st�&	 although it contains one unstable hidden 

pole (kt 
 �), it is however stable in sense of BIBO. 

Consequently, BIBO stability is not always enough to judge and conclude about the 

absolute stability of discrete control system. 
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2. Stability Criteria applied to Discrete control systems 

In this section, we will present and discuss some criteria used to judge and 

determine whether a discrete (digital) control system is stable or not by viewing and 

analyzing its open loop or closed loop z transfer function. 

Several criteria (also called tests) are available and can be used to determine and test 

the stability of a discrete control system. Mostly used are: 

• Jury stability criterion 

• Routh Hurwitz stability criterion 

• Nyquist stability criterion 

2.1. Jury Criterion of Stability 

Jury criterion of stability is an algebraic method which is used to evaluate and test 

the stability of a discrete LTI control system whose discrete transfer function is 

known. Determining the stability of the system using this criterion is based solely on 

the known coefficients of the characteristic polynomial of either the discrete open loop 

or closed loop transfer function. 

If we consider that the discrete transfer function of the control system is expressed 

as a ration of the numerator and denominator polynomials as: 

s�&	 
 }�&	Q�&	 
 ~�&	��&	 
 !y&
� / !t&�wt /� �/!�wt&t / !�Ly&� / Lt&�wt /� �/L�wt&t / L� ����D � P���������������	 

With: 

}�&	� Q�&	� are respectively the z transform of the input and output of the control 

system. 

Ly� Lt� � � � L�wt� L�� ���!y� !t� � � � !�wt� !� � are known real coefficients, where Ly � � 

is a necessary condition for the use of Jury criterion. 

In this transfer function, the characteristic polynomial is determined to be: 

��&	 
 Ly&� / Lt&�wt /� �/L�wt&t / L������������������������������������	 
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2.1.1. Jury Table 

The first step in using Jury criterion to evaluate and determine the stability of the 

control system is by constructing the so-called Jury table. This is done as mentioned 

below: 

Table 4.1 Jury Table 

e`^I &y &t &x &z ��� �� &�wx &�wt &� 

V L� L�wt L�wx L�wz ��� �� Lx Lt Ly 

� Ly Lt Lx Lz ��� �� L�wx L�wt L� 

� ��wt ��wx ��wz ��wu ��� �� �t �y  

� �y �t �x �z ��� �� ��wx ��wt  

� ��wx ��wz ��wu ��w{ ��� �� �y   

� �y �t �x �z ��� �� ��wx   ��� 
��� 

��� 
��� 

��� 
���    

�^ W � �z �x �t �y     

�^ W � �y �t �x �z     

�^ W � �x �t �y      

 

Where: 

�l � �l � �l � �l� are inserted real coefficients and are determined as: 

�l 
 �L� L�wtwlLy Ll5t � �������M 
 �������� �� � � D W ������ 
�l 
 ���wt ��wxwl�y �l5t � �������M 
 �������� �� � � D W � 

��� 
�l 
 ��z �xwl�y �l5t� �������������������M 
 ������������������������������ 
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2.1.2. Jury criterion statement  

The use of Jury criterion as a tool to determine and direct test of the stability of the 

discrete control system is based on the satisfaction of the following corresponding 

conditions. 

Consequently, a discrete control system which is characterized by its characteristic 

polynomial: 

��&	 
 Ly&� / Lt&�wt /� �/L�wt&t / L�������������Ly � ������������������� 
Is said to be stable if and only if all of the following conditions are simultaneously 

satisfied: 

(1) �L��  Ly 

(2) ���	 � � 

(3) �W�	���W�	 � � 

(4) ���wt� � ��y� 
(5) ���wx� � ��y� 

             � 
             . 

             . 

                        ���x� � ��y� 
 

2.1.3. Application procedure 

Jury criterion of stability is a powerful tool for studying the stability of control 

systems. It allows us, however, to only determine whether the discrete open or closed 

loop control system is stable or not stable and no more information and details about, 

for instance, the pole locations. In order to correctly use and apply this tool, a basic 

procedure is indeed required. 

First of all, we need to determine number of lines to be used in the Jury table. This 

depends on the order of the discrete control system under study; where we use the 

general formula given as: 

�D W ��������������������������������������������������������������������������������������������������������������	 
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With hDh represents the order of the control system. 

After that, we construct the table as it is shown in Table 4.1, where the different 

unknown coefficients are calculated as it is indicated. 

The last step is to check and verify the Jury conditions for stability; if all these 

conditions are simultaneously satisfied, the control system of interest is stable. But if 

at least one condition is not satisfied, the system will be judged unstable. 

To illustrate the used of this procedure, we consider the following simple example. 

Example 4.2 

We assume that the discrete control system has the characteristic polynomial given by: 

��&	 
 &x / �&� / @ 

Use Jury stability criterion and determine the stability of the system. 

Answer 4.2 

Firstly, we determine the number of lines of the Jury table.  

We have: 

D 
 �� Ly 
 �� Lt 
 �� L� 
 Lx 
 @ 

 Which gives: 

,p'�D�P!'C�Tm�NMD'-� 
 �D W � 
 � 

Consequently, the Jury table corresponding to our discrete control system is as shown 

below: 

NMSD' &y &t &x 

� Lx Lt Ly 

 

After we have constructed the Jury table, we move to check and verify the stability 

conditions, we have: 

(1) �Lx 
 @�  � 

(2) ���	 
 � / � / @ 
 �@ � � 

(3) �W�	x��W�	 
 � W � / @ 
 � � � 
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We notice that conditions (1) and (3) are not satisfied, which lead us to conclude 

the instability of the given discrete control system. 

Notice that: 

In the above explanation of using Jury stability criterion, we have assumed that: 

Ly � � 

In case when Ly  �, the idea is : 

• To obtain a new characteristic polynomial: ��&	 
 W��&	 
• Then, we apply Jury stability criterion with the polynomial ��&	� 

2.2. Routh Hurwitz Stability Criterion 

Routh Hurwitz method is another criterion widely used to determine and test the 

stability feedback control systems. However, this method is most familiar to be 

directly applied for the stability study and determination of continuous time control 

systems. In this vein, to be able of using this method for discrete control system, we 

need first to explain its use for exploring the stability of continuous time system. 

Consider the continuous time feedback control system defined and described by 

transfer function in the s plane as: 

 

s�-	 
 }�-	Q�-	 
 !�-
� / !�wt-�wt /� �/!t-t / !yL�-� / L�wt-�wt /� �/Lt-t / Ly ����D � P� L� � �������������������	 

With: 

Q�-	� }�-	� are respectively are the Laplace transform of the input and the output of 

the control system. 

We define the characteristic polynomial of the system’s transfer function to be: 

��-	 
 L�-� / L�wt-�wt /� �/Lt-t / Ly 

The Routh Hurwitz criterion of stability uses the parameters of the characteristic 

polynomial to firstly construct the so-called Routh table as shown in Table 4.2: 
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Table 4.2 Routh Hurwitz stability table 

G^ L� L�wx L�wu L�w� ��� �� 
G^wV L�wt L�wz L�w{ L�w� ��� �� 
F]v� !s !w !y ��� ��  

F]v� ns nw ny ��� ��  

F]v� 
��� 

��� 
���   

FU 0s     

FA �s     

 

The first two rows of the Routh table are formed by just listing the coefficients of the 

characteristic polynomial as it is shown. 

For the new coefficients !k and nk which are inserted and entered in the subsequent 

rows of the table, they are calculated as follows: 

!s 

�K�vs K�vy� �K� K�vw�K�vs  

!w 

�K�vs K�vz� �K� K�vt�K�vs  

!y 

�K�vs K�v�� �K� K�v��K�vs  

The process of calculating the coefficients �!k � should continue until the remaining 

values of !�-� are all zero. When it is the case, we proceed to calculate the other 

inserted coefficient, that is: 
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ns 

� !s !w� �K�vs K�vy�!s  

nw 

� !s !y� �K�vs K�vz�!s  

ny 

� !s !t� �K�vs K�v��!s  

Similarly, the process of calculating the coefficients nk should continue until the 

remaining values of n �-� are all zero. 

The construction of the Routh table is continued in a similar manner until we finish 

with all the inserted and introduced coefficients where the Routh array will always be 

terminated with the two rows: -s� -x which contain only respectively the two elements:  0s� �s. 
2.2.1 Statement of Routh Hurwitz Stability Criterion 

Given a continuous time control system which is defined and represented by its 

transfer function�r�-	, therefore, Routh criterion of stability states that ��������������

���� ��������������� ��������� �� ���� ��������� �������� ������� ����� ��������� �����

����������������������������������������������������������������������������������

����� ���� �������������� �������������!� ������������� ������ ���� ���������������

��������� ����������F	��"������������ ����������� ����#���� �� ������������� �����

�����������������������������������������������������������������������������

Consequently, the control system is stable if and only if all the coefficients (elements) 

of the first column of Routh table are of the same sign. 

          From the above statement, it is obvious that Routh-Hurwitz criterion allows us 

to just determine the stability of the control system by indicating whether all the poles 
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of transfer function are stable; that is they are all located on the left hand side of the s-

plane or some poles instead have positive real part (located on the right hand side of 

the s-plane). 

This stability condition however cannot directly be applied to investigate the 

stability of discrete-time control systems. Fortunately and thanks of using the so-called 

the bilinear transformation, it is possible to explore the stability of discrete control 

system which is represented by its z transfer function,   by making transformation from 

s-plane (also named as w-plane) to z-plane and vice-versa, hence we can apply Routh 

Hurwitz stability conditions. This bilinear transformation is defined by the following 

relationship between the continuous complex variable �  and the discrete complex 

variable�&: 

& 
 � / �� V � p � 
 & V �& / ��������������������������������������������������������������������������	 
By performing this transformation, the inside of unit circle of z-plane is 

transformed to the left hand side (LHS) of the w-plane and the outside of the unit 

circle in z-plane is transformed to the right hand side (RHS) of w-plane. This 

transformation is illustrated in the following drawing of Fig.4.2. 

 

 

 

 

  

 

  

 

 

 

 

 

Fig. 4.2 Transforming z-plane into w-plane and vice-versa 

�

�

T 
 U / �U V ��

� 
 U V TU / T�

T V fdb]H��

�^b�_d_^��

P'�&	�

QO�&	�

�V fdb]H��

�^b�_d_^��

P'��	�

QO��	�
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Due to this transformation between the two planes, Routh Hurwitz criterion of 

stability is applied on the discrete control system as it is transformed from z-plane to 

w-plane. Therefore, the stability conclusion found in w-plane will be valid to judge the 

stability of the discrete control system in z-plane. 

For the sake of illustration, we consider the following example. 

2.2.2 Illustrative Example 

Using Routh Hurwitz stability criterion, determine whether or not the system described 

by the following z transfer function is stable. 

r�&	 
 �& / �&y / �&w / & / 7 

Solution: 

In order to be able of applying Routh Hurwitz stability criterion on the above discrete 

control system represented by the z transfer function r�&	 for its stability 

investigation, we first use the bilinear transformation and transforming the study from 

z-plane to nw-plane.  

& 
 � / �� V � 

By substituting in the transfer function, we obtain: 

r��	 
 � �� / �� V �� / ��� / �� V ��y / ��� / �� V ��w / �� / �� V �� / 7
 

 

r��	 
 �� / � / � V �� V ��� / �	y / ��� / �	w�� V �	 / �� / �	�� V �	w / 7�� V �	y�� V �	y  

 

r��	 
 �� / �� V ��� / �	8�� / �	w / ��� / �	�� V �	 / �� V �	w= / 7�� V �	y�� V �	y  
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r��	 
 ��� / �	�� V �	w�� / �	8�w / �� / � / ��w V � / �w V ?� / = / 7�� V �	y 

 

r��	 
 ��� / �	�� V �	w�� / �	87�w V 2� / �= / 7�� V �	��w V �� / �	� 
 

r��	 
 ��� / �	�� V �	w87�y V 2�w / �� / 7�w V 2� / �= / 87�y V ���w / ��� V 7=� 
 

r��	 
 ��� / �	�� V �	w��y V ���w / �?� V  

Now, we construct the Routh table of the new transfer function�r��	 which is 

characterized by the polynomial: 

~��	 
 ��y V ���w / �?� V  

This gives: 

�y� �� �?� ���w� V��� V� ���s� !s� !w� !y��x� ns� nw� ny�
 

!s 

�V20 V4� �

14 18

�
V20


 V360/ 56V20

 V304V20


 76

5
 

 

!w 

�V20 0� �

14 0

�
V20


 0 
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ns 

�76

5
0� �

14 18

�
76

5


 76

5
� 18

76

5


 18 

 

nw 

�76

5
0� �

14 0

�
76

5


 0 

It results the following final Routh table: 

�y� 14 18 0 �w� V20 V4 0 �s� 76

5
 

0 0 

�x� 18 0 0 

 

By observing only the first column of the table we notice that: 

• Not all the elements (coefficients) of the first column of the array have the same 

sign. This leads us to conclude that the discrete control system is unstable. 

• The number of sign changes among the coefficients of the first column equals 

two (02), which means that two (02) poles of the discrete transfer function are 

unstable. 

2.2.3 Properties of Routh Hurwitz Stability criterion 

From the theoretical and practical point of view of using Routh Hurwitz criterion to 

determine and investigate the stability of feedback control systems, we can point out 

the following properties: 

1) The use of this stability criterion is completely independent of the order of the 

system’s transfer function. In other words, it is applicable whatever the order of 

the system but it is particularly more useful for higher order systems. 
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2) This stability criterion can only tell us whether the control system is stable or 

not by observing the coefficients of first column of the table. Therefore, no 

information about the degree of stability (stability margins) can be drawn and 

concluded. 

3) This criterion is not applicable to investigate the stability of feedback control 

systems which involve time delays. 

4) As the last property of Routh Hurwitz stability criterion is that a necessary but 

not sufficient condition for the poles of the control system transfer function to 

be all with negative real parts is that all the coefficients of the characteristic 

polynomial ~��	 are of the same sign (all negative or all positive).  

As a conclusion to this section and regarding the study and direct determination of 

the stability of feedback discrete (sampled data) control systems which are represented 

by a z transfer function, we have explored and discussed the two stability criteria of 

Jury and Routh Hurwitz as most familiar and widely used methods by the automatic 

control systems designers and engineers. Also these two methods (criteria) are simple 

and of straight forward use. Nevertheless, we can find other methods and criteria to 

test the stability of discrete control systems such as Nyquist method, Bode plot method 

and others. These methods however are design methods not just direct test of the 

stability of feedback control systems. 

3. Accuracy Analysis of Linear sampled data control systems 

The accuracy property is an important performance measure regarding the design 

and analysis of any feedback control system in general, and in particular for the 

discrete time control systems due the inherent characteristics caused after the sampling 

operation and the sampling period [6]. in a given feedback control system, the 

accuracy performance is measured and analyzed according to the value of the tracking 

error of the system’s response, which is defined, in the time domain, as the difference 

between the reference signal (desired response), B��	, and the actual measured output, ���	�  mathematically, we express this error as: 

'��	 
 B��	 V ���	����������������������������������������������������������������������������	 
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Where: '��	� denotes the tracking error. 

Regarding the accuracy of a feedback control system, two types of accuracy 

performance can be distinguished; namely: 

• Transient (dynamic) accuracy: which characterize the accuracy behavior of 

the discrete time control system within the transient state of the system’s 

response. 

• Steady state accuracy: This describes the accuracy behavior of the discrete 

time control system at the steady state of the system’s response. 

We will be interesting of steady state accuracy due to its importance of giving a clear 

idea about the stability of the control system. 

The relationship between the accuracy and the stability of discrete time feedback 

control system can be described by the following results: 

• W�H�[\]^i\d���F^HE�_F��hh`ib^H � �_^�_F��^b�dH ����c_���c_� � � 

• W�H�[\]^i\d���F^HE�_F� ]F^b�dH� ��m�c_���c_� �� �� � �_^�_F�_]bhh`ib^H 

With: jk� �L 
 ������ � � � C	, are the ‘n’ poles of the z transfer function. 

3.1. Steady state Accuracy 

The steady state accuracy corresponds to steady state error of the feedback control 

system. In order to calculate the steady state error, we need to work out the following 

typical block diagram of a general discrete time unity feedback control system shown 

in Fig.4.3. 

 

 

 

Fig.4.3 Typical discrete unity feedback control system 

�

� |�&	�¡�&	�P�&	� r��&	� r��&	�
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With: 

P�&	� |�&	 and ¡�&	 are respectively the reference signal, the output signal and the 

tracking error signal, all expressed in frequency domain. 

r¢�&	 and r£�&	 are respectively the controller and the controlled process transfer 

functions. 

We now proceed to calculate the tracking error as follows: 

We have: 

¡�&	 
 P�&	 V �|�&	 
 P�&	 V r¢�&	r£�&	¡�&	 � �� / r¢�&	r£�&		¡�&	 
 P�&	 
That is: 

¡�&	 
 �� / r¢�&	r£�&	 P�&	������������������������������������������������������������+	 
The steady state error corresponds to the error '��	 as � � ¤. Using final value 

theorem discussed in chapter 2, we can write: 

'(( 
 '�¤	 �����¥ '��	 
 ���u�s�� V &vs	¡�&	������������������������������������2	 
Substituting (4.15) in (4.16), we get: 

'(( 
 ���u�s�� V &vs	 �� / r¢�&	r£�&	 P�&	���������������������������������������7	 
If we define: 

�� / r¢�&	r£�&	 
 �& V �	¦�& V �	¦ / §��������������������������������������������������� ���?	 
Where: 

¨ and § represent respectively the order of astatism (also known as the class and the 

type of the feedback control system) and open loop static gain of the system. 
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Using (4.18), (4.17) can be rewritten as: 

'(( 
 ���u�s ©& V �& ª �& V �	¦�& V �	¦ / §P�&	������������������������������������������������	 
From (4.19), it is obvious that the steady state error and hence the accuracy of the 

control system depends on the following parameters: 

• The reference (Setpoint) signal, P�&	. 
• The order of Astatism (or the type) of the control system, ¨. 

• The open loop gain, §. 

All these three parameters can be used to analyze and enhance the accuracy 

performance of the digital control system as it will be mentioned in the subsequent 

subsections. 

3.2. Steady state accuracy due to input reference signal  

The accuracy of the discrete feedback control system depends on the type of the 

input reference signal. As a result, it can be studied and analyzed according to three 

standard and basic reference signals as follows: 

Table 4.3 different types of steady state errors corresponding to the types of input 

reference signals 

Type of input reference signal Generated Steady State Error 

Step P�&	 
 && V � Position steady state error (Hc��	) 
Ramp P�&	 
 &,(�& V �	w Velocity steady state error (H«��	) 
Parabola P�&	 
 ,�&�& / �	�& V �	�  Acceleration steady state error (Hb��	) 

With: ,( is the sampling time period (second). 
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The following table (Table 4.4) summarizes the values of the steady state errors 

and consequently the accuracy performance study of the discrete time control system 

regarding the three parameters; namely the type of the input reference signal as well as 

the type and the open loop static gain of the control system. 

Table 4.4 Values of steady state error depending on control system’s order of 

Astatism, input reference signal and open loop gain 

Order of Astatism of the Control System ¬ 
 A ¬ 
 U ¬ 
 � ¬ � � 

Steady State 

Errors 

 (HFF) 

Hc��	 �� / § � � � 

H«��	 � 
,(§  � � 

Hb��	 � � 
,(w§  � 
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Chapter 5: Discrete Linear time invariant system controller design 

1. Introduction 

In the previous chapters we have discussed in details mainly the representation and 

modeling of discrete (sampled data) control systems, where the input-output or 

discrete transfer function representation is considered as the most important method to 

describe the behavior of such systems. This is because the knowledge of the transfer 

function is fundamental and basic for designing the appropriate controller which 

ensures the operation of the whole feedback control system with the required and 

desired performance. 

This chapter will be devoted to discuss the discrete controller for the sampled data 

control system and we will be particularly interesting with the design of discrete 

proportional-integral-derivative (shortly named as PID) controller (regulator). We will 

focus on this type of controllers due to the fact that it is simple in structure and 

operation, familiar and extensively used everywhere. 

2. Continuous time PID controller 

Before tackling the subject of designing the discrete PID controller for a sampled 

data system, it is convenient to make brief review on continuous time PID controller. 

The continuous time PID controller can be defined as an algorithm used to control or 

regulate a given physical quantity (variable) for a given process or system. It is the 

type of controller which is widely used in industrial processes, engineering and other 

fields. PID controller, also called three terms controller, is implemented using three 

actions: 

� Proportional action (P). 

� Integral action (I). 

� Derivative action (D). 

Using these three actions of control, different types and structures of control can be 

built such as: P, PI, PD and PID controllers. 

In the subsequent sections, we consider the general input-output block diagram 

representation at the controller level as it is depicted in Fig.5.1. 
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Fig.5.1 General block diagram of the controller input-output relation 

 

With ���� and ���� are respectively the tracking error and the control signals. 

We recall from the previous chapters that in time domain, the tracking error signal is 

defined in a unity feedback control system as the difference between the reference 

signal ����� and the actual output signal������. Mathematically, this is defined by: 

���� 	 ���� 
 �������������������������������������������������������������������������������������� 
2.1 Proportional (P) controller  

The control law generated using the proportional (P) controller is defined by the 

following relation: 

���� 	 �������������������������������������������������������������������������������������������������� 
With �� is called the proportional constant (parameter) which is specific designation 

to the proportional-type controller. 

In frequency domain, the transfer function representing P-type controller can be 

obtained by applying Laplace transform on both sides of the relation (5.2). The result 

is mentioned by: 

����� 	 �������� 	 ������������������������������������������������������������������������������������ 
With : ������ is the P-type controller transfer function. ���� and ���� are respectively Laplace transform of the input and output of the 

controller. We can also represent the P-controller by the following general block 

diagram depicted in Fig.5.2. 

�����������

����������
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Fig.5.2 General block diagram representation of P-type controller 

 

2.2 Proportional-Integral (PI) controller  

The proportional-integral, which is abbreviated by PI and known as PI-type 

controller is a control algorithm based on two simultaneous actions; proportional 

action and integral action. Using this controller, the control signal is generated 

according to the following law (relation): 

���� 	 ������ � �� ������
� ��������������������������������������������������������������� � 

With: ��� is the proportional action constant (coefficient). ��� is the integral action constant (coefficient). 

In some times (depending on the application), the PI control action is governed by: 

���� 	 �� !���� � "# ������
� ��$���������������������������������������������������������� 

With: "#� is called the integral time constant and is related to the integral constant by : 

�# 	 ��"# �����������������������������������������������������������������������������������������������������%� 
We can obtain the transfer function of PI controller by simply applying Laplace 

transform on both sides of either (5.4) or (5.5). In other words, we can have two 

transfer function configurations. 

Using (5.4), the corresponding PI controller transfer function is given to be: 

��� ����������
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������ 	 �������� 	 �� � �#� ���������������������������������������������������������������������&� 
Regarding the relation (5.6), another form of PI controller transfer function can also be 

obtained and given by: 

������ 	 �������� 	 �� �  � "#�"#� ���������������������������������������������������������������'� 
Accordingly, two block diagram representations can be given to the PI controller 

respective to the couple of the above relations. These are given respectively in Fig.5.3 

(a) and Fig.5.3 (b). 

 

 

 

 

 

 

 

 

 

Fig.5.3 PI controller block diagram two possible representations 

 

2.3 Proportional-Derivative (PD) controller  

Among the possible combination between the three control actions P, I and D is 

that of combining the proportional action (P) with the derivative action (D) to form the 

Proportional-Derivative (PD) controller. For this controller type, the control law 

(signal) is generated using the following relationship between the tracking error, ����, 
as input to the controller and the control (actuating) signal, ����, as the output of the 

controller: 

 

�

� �(  

���� ���� � 

�) � ��*  

�

� �(  

���� ���� � 

"+ � ��*  

�,� �-� 
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���� 	 ������ � �. �/����0�� ����������������������������������������������������������������1� 
with: 

�� and �. are respectively the proportional action constant and the derivative action 

constant. 

The expression (5.9) can also be rewritten under the following form: 

���� 	 �� 2���� � ". ������� 3�������������������������������������������������������������*� 
With : ". : is called the derivative time constant, which is defined according to the following 

relation: 

". 	 �.�� �������������������������������������������������������������������������������������������������� 
Using transfer function representation, PD controller can be input-output modeled by 

the following respective transfer functions: 

��4��� 	 �������� 	 5�� � �.�6������������������������������������������������������������� 
And: 

��4��� 	 �������� 	 ��� � ".������������������������������������������������������������� 
With : 

". 	 �.�� �������������������������������������������������������������������������������������������������� � 
Is called the derivative time constant. 

When using block diagram representation, PD controller operation is also illustrated as 

shown in Fig.5.4. 
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Fig.5.4 PD controller block diagram two possible representations 

 

2.4 Proportional-Integral-Derivative (PID) controller  

Proportional-integral-Derivative, abbreviated by PID, controller is the control 

algorithm that involves the contribution of all three control actions, P, I and D. as for 

the previous types, PID controller can be implemented using several and different 

structures and architectures. In this section, we shall briefly discuss three of them, 

namely: 

� Series PID configuration. 

� Parallel PID configuration. 

�  Mixed PID configuration. 

2.4.1 Series PID controller configuration 

Series PID controller configuration is the structure of the controller where the 

proportional, integral and derivative actions are connected in series as it is mentioned 

and represented by the following block diagram of Fig.5.5. 
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Fig.5.5 block diagram representation for series configuration of PID controller 

 

The time domain relationship between the tracking error as input and the actuating 

(control) signal as the output of the series configuration of PID controller is given as 

follows: 

��������� 	 ������ � �� ������
� �� � �. ������� ���������������������������������������������� 

��	 �� !"# � "."# ���� � "# ������
� �� � ". ������� $��������������������� 

By applying Laplace transform on both sides of (5.14), the frequency domain 

representation describing the behavior of the PID controller under its series structure 

implementation is given by the following continuous time transfer function: 

���47��� 	 �������� 	 �� 8 � "#�9 � � ".�������������������������������������%� 
2.4.2 Parallel PID controller configuration 

The PID controller can also be implemented using a parallel structure where the 

three actions Proportional, integral and derivative of the controller are connected in 

parallel structure as it is depicted in Fig.5.6. 

 

� �(  

���� ���� � 
"+ � ��*  "� ��� � 
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Fig.5.6 block diagram representation for parallel configuration of PID controller 

 

The control law that governs the operation of parallel configuration of PID 

controller is expressed in the time domain by the following relationship between the 

input and the output of the controller: 

���� 	 ������ � �� ������
� �� � �. ������� ������������������������������������&� 

From (5.16) and using Laplace transform, the corresponding transfer function 

representing and describing the behavior of the controller is obtained and given by: 

���4:��� 	 �������� 	 �� � �# � � �.�����������������������������������������������'� 
Obviously, the parallel structure of PID controller is simpler and direct compared 

with the series configuration. Therefore, as long as the implementation of the 

controller is considered, the parallel structure is preferred in most of the industrial 

cases [7]. 
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� �(  
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2.4.3 Mixed PID controller configuration 

The mixed structure used to implement PID controller combines between both 

series and parallel connection of the proportional, integral and derivative control 

actions. A typical block diagram of this PID structure is shown in Fig.5.7. 

 

 

 

 

 

 

 

 

 

 

 

Fig.5.7 block diagram representation for mixed configuration of PID controller 

 

The input-output law that describes the generation of the control signal by the 

mixed configuration of PID controller is expressed in the time domain by:  

���� 	 �� !���� � "# ������
� �� � ". ������� $���������������������������������1� 

In the frequency domain, the continuous time transfer function which is 

representing the behavior of mixed structure PID controller is obtained by using 

Laplace transform mathematical tool to be written as: 

���4;<=��� 	 �������� 	 �� 8 � "#� � ".�9��������������������������������������*� 
3. Discrete PID controller design 

Among the direct and straightforward method of designing a discrete (digital) PID 

controller is to discretize the already implemented continuous time PID controller by 

�

�

�(  

���� ���� �+ � ��*  

�� ��� 
� 
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using one the discretization methods discussed previously in chapter 3. The general 

mechanism can be explained and illustrated by the following diagram of Fig.5.8. 

 

 

 

 

 

Fig.5.8 Block diagram representation showing discretization process 

 

Where: ���� and ��>� represent respectively the continuous time and discrete transfer 

function of the corresponding controllers. � 	 ?�>�� is the used discretizing function, which corresponds to one of the 

discretization methods.�
3.1 Discretization methods of continuous time derivative and integral 

The basic principle employed to design the discrete (digital) PID controller by 

discretizing a continuous time controller consists of approximating the integral and 

derivative terms. These approximations consist, in fact, of converting the analog 

integral and derivative actions into discrete functions with respect to a predefined 

sampling period�"@. 
In this section, we shall focus on using the more useful approximation 

(discretization) methods to obtain the discrete versions of the analog (I) and (D). 

Namely, this concern: 

• Forward Euler’s approximation method. 

• Backward Euler’s approximation method. 

• Tustin approximation method. 

In the following table (Table 5.1), we summarize the use of these approximation 

methods to obtain the equivalent z (discrete) transfer functions of integral (I) and 

derivative (D) parts of the PID controller. 

 

 ��A� ��A� B�C��B�D������ ���� ������ DEF�C�GHIHJKLDMNOPLCQPLRS�TUS�����VWWWWWWWWWWWWWWX�
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Table 5.1 Discretization of integral (I) and derivative (D) of PID controller [8] 

 

 

Integral term (I) Derivative term (D) 

Continuous discrete Continuous discrete 

Forward Euler’s 

approximation method 

� 
>�> 
 � � 

�> 
 �>  

Backward Euler’s 

approximation method 

� 
"@>�> 
 � � 

�> 
 �"@>  

Tustin approximation 

method 

� 
"@� �> � ��> 
 � � 

�"@ �> 
 ��> � � 
With : YD represents the used sampling time period 

 

4. Discrete (Digital) PID controller 

Now it is easier to design and implement any variant of the different discrete PID 

controller types by just choosing and applying one of the above discretization 

methods. In the subsequent sections, we will be interesting of using the approximation 

method of forward Euler. 

4.1 Equivalent Digital Proportional (P) controller  

The digital P-type controller is fully defined and described by its discrete transfer 

function. Since the behavior of continuous time P-type controller is represented by the 

transfer function: 

����� 	 �������� 	 ���������������������������������������������������������������������������������� 
The equivalent z transfer function is obtained by taking Z transform of������, 
therefore: 

���>� 	 Z[�����\ 	 Z[����\Z[����\ 	 ��>���>� 	 Z]��^ 	 ��������������������� 
Obviously, analog and digital P-type controllers have the same transfer function as 

no approximation can be applied to discretize the proportional (P) term of the 

controller.  
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In time domain representation, the digital proportional controller algorithm is written 

according to the following relationship between the input and output samples: 

 ��A� 	 �����A����������������������������������������������������������������������������������������� 
 

If the discrete transfer function of the controller is known, the digital P-type controller 

can also be represented by the following functional block diagram shown in Fig.5.9. 

  

 

 

 

Fig.5.9 General block diagram representation of digital P-type controller 

 

4.2 Equivalent Digital Proportional-Integral  (PI) controller  

If we consider that the continuous time PI controller is described by its transfer 

function mentioned in (5.8), which is rewritten for convenience as:  

������ 	 �������� 	 ���  � "#�"#� �������������������������������������������������������������� � 
By applying Euler’s forward discretization formula, we can get: 

����>� 	 _������`@E�abc�a 	 ��>���>� 	 �� � d � "# 2�> 
 �> 3e�������������������� 
Finally, the equivalent z transfer function of digital PI-type controller is expressed as: 

����>� 	 ��� 8 � "# >> 
 9����������������������������������������������������������������� 
Accordingly, the control law (signal) generated by the controller at the time instant ‘A’ 

is expressed by the following time domain relationship. 

��A� 	 ��A 
 � � �� � 8 � "#9 ��A� 
 ����A 
 ��������������������%� 

��� ��A����A��
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On the other hand, if the analog PI controller is represented by the second variant of 

transfer function given as : 

������ 	 �������� 	 �� � �#� �������������������������������������������������������������������&� 
In this case, when discretizing using forward Euler’ formula, the digital PI controller is 

obtained to be represented by the z transfer function given by: 

����>� 	 _������`@E�abc�a 	 �� � �# f >> 
 g����������������������������������'� 
The corresponding two possible block diagram representations of the above z transfer 

functions of a typical digital PI controller are shown in Fig.5.10. 

 

 

 

 

 

 

 

 

 

Fig.5.10 Digital PI controller block diagram two possible representations 

 

4.3 Equivalent Digital Proportional-Derivative  (PD) controller 

We have described earlier the continuous time PD controller by two forms of 

transfer function which we rewrite here for convenience as: 

��4��� 	 �������� 	 5�� � �.�6������������������������������������������������������������1� 
And: 

��4��� 	 �������� 	 ��� � ".������������������������������������������������������������*� 

�

�

�(  

��A� ��A� 

�+ f >> 
 g 
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�

�(  

��A���A� 

"+ f >> 
 g 
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By discretizing using forward Euler’s formula, the corresponding equivalent two 

possible discrete transfer function of a typical digital PD controller can be obtained to 

be: 

��4�>� 	 ��>���>� 	 _��4���`@E�abc�a 	 h�� � �. �> 
 �> i������������� 
And: 

��4�>� 	 ��>���>� 	 _��4���`@E�abc�a 	 �� h � ". �> 
 �> i������������ 
We can express the control law used to generate the control signal of the above two 

structures of the digital PD controller by just applying inverse z transform on the 

respective transfer functions (5.31) and (5.32). The result will be respectively as 

below: 

��A� 	 5�� � �.6��A� 
 �.��A 
 ������������������������������������������������ 
And : 

��A� 	 5�� � ��".6��A� 
 ��".��A 
 ������������������������������������� � 
Using block diagram representation, these two configurations of digital PD 

controller can represented as it is depicted in Fig.5.11. 

 

  

 

 

 

 

 

 

Fig.5.11 Digital PD controller block diagram two possible representations 
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4.4 Equivalent Digital Proportional-Integral-Derivative  (PID) controller 

As it was previously discussed in section 2.4, continuous time PID controller can 

be implemented using three different structures. Similarly, equivalent digital PID 

controller is also being designed under the same of these configurations; namely: 

• Series digital PID configuration. 

• Parallel digital PID configuration. 

• Mixed digital PID configuration. 

In the following subsections, we shall interest to deriving the different time 

domain, frequency domain and block diagram representations corresponding to each 

configuration. 

4.4.1 Equivalent Series configuration of digital PID controller 

For convenience, we rewrite the transfer function of the series structure of the 

analog PID controller as: 

���47��� 	 �������� 	 �� 8 � "#�9 � � ".���������������������������������������� 
Applying forward Euler’s discretization formula, the discrete series configuration 

PID controller transfer function is obtained as: 

���47�>� 	 ��>���>� 	 _���47���j@E�abc�a ��������������������������������������������������������� 
���47�>� 	 �� ! � "# �> 
 �> $ k � ". �> 
 �> l��������������������������%� 

 

As long as the control law is concerned, the application of inverse z transform tool 

allows us to express the control signal generated at the discrete time instant ‘A’ by the 

following relationship between the input and the output samples of the controller. 

��A� 	 ��A 
 � � ����A� � �c��A 
 � � �m��A 
 ��������������&� 
Where : ��n �cn �m� are known constant coefficients and are respectively defined by : 
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op
q
pr�� 	 ��"# /�"# � ".� �  � "#".0���c 	 
��"# /�"# � ".� � �"#".0����m 	 ��". ��������������������������������������

_ 
We can also give the block diagram representation of this digital PID structure by 

direct implementation of the respective z transfer function expression (5.36). this is 

shown in Fig.5.12. 

 

 

 

 

 

 

 

Fig.5.12 Block diagram representation for series configuration digital PID controller 

 

4.4.2 Equivalent parallel configuration of digital PID controller 

By referring to transfer function expression derived for parallel structure analog 

PID controller in section 2.4.2, and using the discretization formula of forward Euler’s 

method, the equivalent z transfer function of this PID structure can be obtained as 

follows: 

���4:�>� 	 ��>���>� 	 _���4:���s@E�abc�a �������������������������������������������������������� 
���4:�>� 	 �� � �# f >> 
 g � �. 8> 
 > 9�������������������������������������'� 

The corresponding control law responsible of generating the control signal can be 

derived from the expression of the discrete transfer function (5.38) using the inverse z 

transform. After some algebraic manipulations, this control law is described by the 

following relationship. 

�

� � 
"+ f >> 
 g �(  "� 8> 
 > 9 

��A� ��A� 
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��A� 	 ��A 
 � � t�� � �# � �.u��A�������������������������������������������������� 

t�� � ��.u��A 
 � � �.��A 
 ���������������������1� 

The control law described by (5.39) is also called the difference equation 

representation of the parallel structure digital PID controller. 

The block diagram representing the operation and behavior of this PID controller 

structure can be drawn from the controller’s z transfer function (5.38) and it is shown 

in Fig.5.13. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5.13 Block diagram representation for parallel configuration digital PID controller 

 

4.4.3 Equivalent mixed configuration of digital PID controller 

The mixed structure of digital PID controller combines the series and parallel 

structures exactly as it is done for the case of analog PID controller. Consequently, the 

equivalent discrete transfer function representing the implementation of this controller 

structure is directly obtained by discretization. Using the forward Euler’s formula of 

discretization, the equivalent z transfer function of mixed structure digital PID 

controller is given as: 

�

� �(  

��A� ��A� �+ f >> 
 g � 

�� 8> 
 > 9 
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���4;<=�>� 	 ��>���>� 	 _���4;<=���j@E�abc�a ������������������������������������������������� 
���4;<=�>� 	 �� 2 � "# f >> 
 g � ". 8> 
 > 93��������������������������� *� 

Using inverse z transform applied on transfer function described by (5.40), the 

corresponding difference equation representing the controller in the time domain can 

be obtained and written as: 

��A� 	 ��A 
 � � ����A� � �c��A 
 � � �m��A 
 ������������� � 
Where ��n �cn �m� are known constant coefficients and are respectively defined by : 

opq
pr�� 	 �� 8 � "# � ".9����c 	 
��� � �".��������m 	 ��". ������������������������

_ 

5. Effect PID controller constants on the control system’s performance 

We end up this discussion about the design of the equivalent discrete (digital) PID 

controller by stating how the performance of the discrete (sampled data) feedback 

control system is affected by the choice of the parameters (constants),  ��, �# and �. , 

which characterize respectively the proportional, integral and derivative actions of PID 

controller. The effect of these constants is individually summarized in the following 

table (Table 5.2). 

Table 5.2 Effect of Changing Independently PID Parameters on System Response 

Closed Loop 

Response 

Rise 

Time 
Overshoot 

Settling 

Time 

Steady State 

Error 
Stability 

Increasing �� 
decrease Increase 

Small 

Increase 
Decrease Degrade 

Increasing �� Small 

Decrease 
Increase Increase 

Large 

Decrease 
Degrade 

Increasing �4 

Small 

Decrease 
decrease Decrease 

Minor 

Change 
Improve 
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