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Abstract

The aim of this project is to create a monitoring system employing a Phasor Data Con-

centrator (PDC) integrated with LabVIEW, in accordance with IEEE standards. The

objective is to incorporate various PDC functionalities,illustrating the transfer of data

streams from multiple Phasor Measurement Units (PMUs) to the PDC and subsequent

storage.This system enhances grid performance and reliability through real-time monitor-

ing, and precise, synchronized data management.Adhering to IEEE standards, the project

ensures compliance for synchrophasor measurements and data handling. The PDC appli-

cation is constructed using LabVIEW, harnessing its graphical programming features for

efficient implementation and visualization. Essential toolkits are integrated to facilitate

data handling and transmission. Furthermore, visualization tools within LabVIEW are

created to exhibit real-time data and system status.The PDC effectively processes incom-

ing data streams, aggregating and synchronizing data according to system requirements.In

conclusion, the developed monitoring system utilizing PDC offers substantial advantages

for grid monitoring and control, signifying improvements in grid reliability, stability, and

efficiency within smart grid environments.
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Introduction

The integration of modern technologies into power systems has given rise to the concept

of the Smart Grid, an advanced electrical grid that enhances the efficiency, reliability, and

sustainability of electricity services. At the core of this evolution are Wide Area Mon-

itoring Systems (WAMS), which utilize Phasor Measurement Units (PMUs) to provide

real-time monitoring and control of electrical grids. PMUs provide high-resolution data

on voltage, current, and frequency; this time-synchronized data collection enables precise

monitoring and rapid response to grid disturbances. A critical component in this infras-

tructure is the Phasor Data Concentrator (PDC), which aggregates data from multiple

PMUs, aligns the time-stamped data, and processes it for further analysis and storage.

The PDC is responsible for ensuring that data from different PMUs, potentially spread

over large geographical areas, is synchronized and accurately combined. This aggregated

data is then used for real-time monitoring, analysis, and decision-making processes that

are vital for the effective management of power systems. The PDC is used to enhance

grid stability, improve efficiency and reduce losses, optimize renewable integration and

also for better fault management.

This report explores the design and implementation of a PDC using LabVIEW.The pri-

mary objective of this research is to design a real-time monitoring system that ensures

accurate data aggregation, reliable transmission, and secure storage of phasor data, while

maintaining data integrity throughout the process. The research involves extensive test-

ing of the PDC system to verify its performance under various conditions and scenarios.

By achieving these goals, the system aims to enhance the monitoring capabilities and

xvi



overall stability of the Smart Grid. The implementation of such a system is expected to

provide significant benefits, including improved fault detection, enhanced grid stability,

and better resource management.

The report is organized into four chapters. Chapter 1 provides the theoretical background

on smart grids, WAMS, and PMUs in the context of modern grid management. Chapter

2 reviews existing studies, technologies, and methodologies related to PDC design and its

applications. Chapter 3 outlines the procedures and methods used, including the design

and implementation of the PDC and data handling processes. Chapter 4 describes the

testing protocols and results for the PDC system, covering data frame construction, trans-

mission accuracy, time alignment, data aggregation, decoding, visualization, and storage,

with each test accompanied by a discussion of the findings and their implications for the

Smart Grid and the effectiveness of the PDC system.



Chapter I

Theoritical Background

I.1 Introduction

This chapter explores how the Smart Grid, Wide Area Monitoring Systems (WAMS),

and Phasor Measurement Units (PMUs) collaborate in modern grid management. The

Smart Grid utilizes digital technology to improve grid performance, while WAMS enhances

visibility and stability over large areas. PMUs play a crucial role in WAMS, offering

synchronized measurements for real-time monitoring. By examining these components,

the chapter aims to clarify their interconnected roles and contributions to contemporary

grid operations.

I.2 The Smart Grid

I.2.1 Concept of smart grid

The Smart Grid didn’t have a definite beginning; its evolution coincided with the develop-

ment of electrical distribution systems. As time progressed, various needs arose, including

the necessity for controlling, monitoring, pricing, and enhancing services related to power

transmission and distribution. Typically, the implementation of Smart Grid technology

aligns with the installation of smart meters. During the 1970s and 80s, these meters were

utilized to relay consumer information back to the grid, illustrating a pivotal phase in

1



Chapter I. Theoritical Background

the advancement of energy management systems[1].Even with the latest advancements,

the top priority remains ensuring the reliability and efficiency of energy transmission and

distribution via the electric power grid. Current research is also exploring expanding grid

functions beyond transmission and distribution to include generating clean and sustain-

able energy, aiming to reduce greenhouse gas emissions and carbon footprints[2].

I.2.2 Definition

The idea of a Smart Grid involves various technologies, solutions that benefit consumers

and responds to government regulations. It lacks a simple clear-cut definition. The Eu-

ropean Technology Platform describes the Smart Grid as an electricity network that can

integrate the actions of all users connected to it intelligently to deliver sustainable, secure,

and cost-effective electricity supplies[3]. The US Department of Energy defines the Smart

Grid as an electric power system leveraging digital technology to enhance efficiency, reli-

ability, and security across the supply chain.

It encompasses large generation, energy delivery systems, storage resources, and electric-

ity consumers[3]. Additionally, depicted in Figure I.1 [4] , the Smart Grid is described as

a framework utilizing digital information and control technologies to facilitate the integra-

tion of renewable and distributed resources, electricity storage, peak-shaving technologies,

smart consumer devices, and automated systems[5].

2
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Figure I.1: The overall smart grid concept

I.2.3 Design of smart grid

To comprehend the design and idea behind the smart grid, it’s important to see how it

differs from the traditional power grid. The differentiation between the smart grid and

the traditional power grid is depicted in TableI.3 [6].The design of the smart grid offers

flexibility in terms of its usage and associated goals. The National Institute of Stan-

dards and Technology (NIST) presented a conceptual model of the smart grid, outlin-

ing the planning, development requirements, interconnected stakeholders, and necessary

equipment[7]. NIST categorizes these stakeholders into seven domains for modeling, as

depicted in Table I.2

3
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Table I.1: Difference between smart and traditional power Grid.

Characteristics Power Grid Smart Grid
Customer partici-

pation

Static policies are deployed irrespec-

tive of real-time energy consump-

tion from customers.

Dynamic policies are expected to be

deployed while considering the real-

time energy consumption from cus-

tomers.
Communication

facility

Only power line communication

(PLC) is present.

Bi-directional communication facil-

ity is present, in which licensed and

unlicensed frequency bands are in

use.
Distributed en-

ergy generation

Few distributed generations such as

solar and wind energy are consid-

ered.

All types of distributed generations

such as solar and wind energy, and

combined heat power (CHP) are

taken into consideration.
Inclusion of stor-

age devices

Not present. Different distributed energy storage

devices, which can be used in differ-

ent situations are considered.
Real-time con-

sumption moni-

toring

Not present. Using bi-directional communication

facility, real-time energy consump-

tion can be monitored.
Security No proper implementation is

present to prevent energy theft and

other types of security breach.

Adequate policies are taken into

consideration to prevent energy

theft and other types of security

breach.
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Table I.2: Stakeholders of Smart Grid.

Stakeholder Description

Customer Electricity is consumed by consumer. It may be domestic, com-

mercial or industrial

Operations Operations related to power systems are performed. It comprises

of regulatory authorities or management responsible for the move-

ment of electricity

Markets Grid assets are used by stakeholders. Both operators and con-

sumers are play role as market

Generation Electricity is generated. Generation companies in bulk quantity

of electricity are involved as player

Transmission Electricity is transmitted. Companies or player responsible for

transmission of generated electricity for distribution

Distribution Electricity is distributed to end consumer and monitored. They

include distribution of electricity from and to customers

Service Provider Provide support services to all the stakeholders involved in gener-

ation, transmission and distribution of electric power

I.2.4 Architecture of Smart grid

A smart grid has a network that’s spread out and organized in layers. It uses smart

sensors to gather data about each part of the grid, helping to make smart decisions about

how it operates [6]. The main parts of a smart grid include:
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Figure I.2: Overview of Smart Grid architecture.

Energy Storage:Crucial for managing peak power demand and integrating renewable

energy, with diverse storage systems like electrical, mechanical, chemical, and thermal.

Smart Meter: Facilitates accurate energy usage tracking and cost display through se-

cure two-way communication networks.

Smart Substation: Supports real-time grid control, analysis, and monitoring, along

with information collection and protection.

Distributed Generation: Includes small-scale energy production at consumer levels,

improving affordability, reliability, and environmental impact.

Phasor Measurement Units (PMUs): Enhance grid stability and security by mea-

suring voltages and currents with precision.

Sensing and Measurement: Utilizes advanced technologies for data collection, improv-

ing system management and reliability.

Smart Appliances: Incorporate cutting-edge technology to minimize peak energy de-

mands, enhancing efficiency in household appliances.

Security: Focuses on proactive anomaly detection and data protection to safeguard

against cyber threats and ensure grid reliability.

Reliability: Smart grids feature self-healing capabilities to address faults and enhance

service reliability as grids expand and become more complex.
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I.2.5 Advantages

• Assisting businesses in minimizing their environmental impact by decreasing carbon

emissions.

• Opening doors to novel prospects for technology companies.

• Minimizing the expenses associated with power outages.

I.3 Wide area monitoring systems

I.3.1 Introduction

Electricity grids face challenges such as rising power demands, aging infrastructure,

complex power transfers, and integrating renewable energy sources, all of which threaten

grid reliability and stability. Traditional SCADA/EMS systems provide only a static view

of the grid. Wide Area Measurement Systems (WAMS) enhance visibility and situational

awareness using synchrophasor technology for real-time, accurate measurements, surpass-

ing traditional SCADA methods. WAMS enables real-time analysis, allowing operators

to address issues proactively, predict risks, and initiate preventive measures. This system

supports reliability, real-time analysis, security calculations, threat detection, emergency

state prediction, and restorative actions. WAMS also aids in post-disturbance investi-

gations, offering a comprehensive understanding essential for maintaining grid stability

amid increasing demands and renewable energy integration[8].

I.3.2 Definition

In a typical Wide Area Measurement System (WAMS), synchronized measurements

from Phasor Measurement Units (PMUs) are collected and transmitted to a central Pha-

sor Data Concentrator (PDC). The PDC analyzes this data to determine necessary pre-

ventive, corrective, and protective actions, aiding operators in making informed deci-

sions for effective power system management. PMUs and PDCs are essential for WAMS,
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providing synchrophasor measurements and additional data like real and reactive pow-

ers. As the number of PMUs increases, efficient data collection and management be-

come crucial for enhancing WAMS performance, reliability, monitoring, and decision-

making[9],[10],[11],[12].

I.3.3 WAMS architecture

WAMS architectures can be categorized into centralized, distributed, and decentralized

types[13]. These differ in the flow of information or data between where data is acquired,

where decisions are made, and where actions are executed. The following sections provide

detailed descriptions of each WAMS architecture type.

I.3.3.1 Centralized WAMS

In a centralized WAMS framework, PMU data collection, analysis, and execution of

corrective measures occur at a single location. Phasor data from multiple substations is

sent to a central PDC, where it is time-synchronized and consolidated. This data is then

used for analytics and visualization, with the resulting remedial actions communicated

back to the primary devices[14].

I.3.3.2 Decentralized WAMS

In a decentralized WAMS architecture, the wide area is divided into smaller sections,

each controlled by a local PDC. PMUs send phasor data to their respective local PDCs

for processing and local decision-making. These local PDCs can communicate with each

other to address larger area issues. While this setup allows for localized control and pro-

tection, it can be inefficient for larger area monitoring. Coordinating and centralizing

data acquisition from multiple local PDCs for comprehensive analysis poses challenges

and often does not meet the desired objectives for extensive area monitoring[14].

8



Chapter I. Theoritical Background

I.3.3.3 Distributed WAMS

The Distributed WAMS architecture combines aspects of both centralized and decentral-

ized architectures, featuring both local and central controllers. It operates as centralized

control with decentralized execution, incorporating local PDCs at the substation or re-

gional level, along with a master PDC at the central control station. PMUs in local areas

send phasor data to their corresponding local PDCs, which are then connected to the

master PDC at the central control station. The main distinction lies in the information

flow: local PDCs may process PMU data locally while being supervised and controlled

by the master PDC[14].

I.3.3.4 Comparison of SCADA and WAMS

Table I.3: Comparison SCADA and WAMS

SCADA WAMS

Provides only steady-state information

with low sampling density and non-

synchronous data.

Allows synchronous observation of the power

system on a more detailed time scale.

The control center cannot determine the

dynamic operational states of the system.

Requires data to be transmitted and captured

at a very high speed . [15]

Immediate actions cannot be taken in case

of failures.

I.3.3.5 Advantages of WAMS

• Enhanced Situational Awareness.

• Improved System Reliability.

• Accurate and Synchronized Data.

• Cost Savings[16].
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I.4 Phasor Measurement Unit

I.4.1 A Short History Of The PMU

The concept of synchronized sampling emerged in the 1980s for designing protection

systems, particularly for data samples from widely spaced substations. This led to the

development of symmetrical component distance relays,from which the concept of PMUs

originated. In 1988, PMUs were introduced, with the first industrial use at Macrodyne

Co. PMUs have since become integral in transmission level projects and are now widely

used in smart electronic devices in electric substations. A process of standardization

by IEEE began, culminating in the first PMU standard in 1995 and the latest version

in 2014. The IEEE standard allows manufacturers to choose design solutions, specify-

ing only steady-state and dynamic test conditions and accuracy indices like total vector

error. IEEE C37.118.1 introduces two performance classes: P-class for fast- response pro-

tection applications and M-class for high-accuracy measurement applications. Another

major standard, IEEE C37.242, released in 2013, provides guidelines for PMU calibration,

testing, and installation[17].

I.4.2 Definition

Phasor measurement unit(PMU) ,shown in Figure I.3 [18], is a device that produces

phasors and measures frequency and ROCOF of an electrical signal, namely voltage

and/or current in power networks , these measurements are tagged with the correspond-

ing(analogous) instant of time using a synchronization time source which is GPS .

Figure I.3: Phasor Measurement Unit
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It’s conspicuous that the functional name of this device depends on the operations

it performs so it varies from one to another. The main output of PMU is phasors so a

description of this quantity is necessary for forward understanding of this concept [17],

[9].

I.4.2.1 Phasor Definition

We can represent a sinusoidal signal in phasor representation which means magnitude

and phase. This form is generally used in AC power system analysis. The equation of the

AC sinusoidal waveform is defined in this equation I.1:

x(t) = Xm cos(t+ ϕ) (I.1)

and phasor representation is defined in equation I.2:

X = (Xm /
√
2)ejϕ = (Xm/

√
2)(cosϕ+ jsinϕ) (I.2)

= Xr + jXi (I.3)

where Xm /
√
2 is the RMS value which describes the magnitude and ϕ is the phase

angle which depends on time scale at specific instant t = 0. From this equation we can

substitute the rectangular form defined in equation I.3. It is crucial to recognize that this

phasor is defined for the angular frequency ω. Evaluating it with other phasors requires

using the same time scale and frequency[9].

I.4.2.2 Synchrophasor definition

The synchrophasor representation of the signal x(t) in Equation I.1 is denoted by X in

EquationI.2, where ϕ represents the instantaneous phase angle relative to a cosine function

at the system’s nominal frequency synchronized to Coordinated Universal Time (UTC).
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According to this definition, ϕ is the deviation from a cosine function at the nominal

system frequency synchronized to UTC. Since a cosine function reaches its maximum

at t = 0, the synchrophasor angle is 0 degrees when the maximum of x(t) aligns with

the UTC second rollover (1 Pulse Per Second time signal), and -90 degrees when the

positive zero crossing aligns with the UTC second rollover (sinusoidal waveform). Figure

I.4 illustrates the relationship between the phase angle and UTC time[9].

Figure I.4: Synchrophasor Representation

The sinusoidal waveform is represented by Equation I.4:

x(t) = Xm cos(ω0t+ ϕ) = Xm cos(2πf0t+ ϕ) (I.4)

where f0 is the nominal system frequency (50 Hz or 60 Hz) directly indicated by the

phasor in Equation I.2. In a more general scenario where the amplitude is a function

of time Xm(t) and the sinusoid frequency is also a function of time f(t), we define the

function g(t) = f(t)–f0 where f0 is the nominal frequency and g(t) is the difference

between the actual and nominal frequencies (note that g will also be a function of time,
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e.g., g(t) = f(t)–f0).The sinusoid can be expressed as in Equation I.5:

x(t) = Xm(t) cos(2π

∫
fdt+ ϕ) = Xm(t) cos(2π

∫
(f0 + g)dt+ ϕ)

= Xm(t) cos(2πf0t+ (2π

∫
gdt+ ϕ))

(I.5)

The synchrophasor representation for this waveform is shown in Equation I.6:

X(t) = (Xm(t)/
√
2)ej(2π

∫
gdt+ϕ) (I.6)

For the special case where Xm(t) = Xm is constant and g = ∆f is a constant offset

from the nominal frequency,
∫
g(t)dt =

∫
∆fdt = ∆ft so the synchrophasor is simply as

shown in Equation I.7:

X(t) = (Xm/
√
2)ej(2π∆ft+ϕ) (I.7)

that will rotate at the uniform rate ∆f , the difference between the actual and off-nominal

frequency[9].

I.4.3 PMU Architecture

The diagram shown in Figure I.5 represents the architecture of a Phasor Measurement

Unit (PMU). Here is a brief explanation of each component and their roles in the archi-

tecture:
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Figure I.5: PMU Architecture

• V or I Analog Channel: This component represents the input analog signals,

which could be voltage (V) or current (I) measurements from the power system.

• LPF (Low Pass Filter): The analog signals are passed through a low pass filter

to remove high-frequency noise and ensure that only the relevant signal frequencies

are processed.

• A/D (Analog to Digital Converter): The filtered analog signals are then con-

verted into digital form by an analog to digital converter, which allows further digital

processing.

• DFT (Discrete Fourier Transform): The digital signals are processed using

the Discrete Fourier Transform to convert the time-domain signal into its frequency

components. This is crucial for phasor calculation.

• Sequence Analyzer: The frequency components obtained from the DFT are ana-

lyzed to determine the sequence components of the signal. This includes calculating

the positive, negative, and zero sequence components, which are essential for un-

derstanding the power system’s state.
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• Synchronized Phasor Measurement: The analyzed data is then used to cal-

culate the synchronized phasor measurements. These measurements include the

magnitude and phase angle of the voltage and current waveforms, synchronized to

a common time reference.

• GPS Receiver: The GPS receiver provides a precise time reference which is critical

for synchronization. The GPS receiver ensures that the time stamps for the phasor

measurements are accurate.

• Time Sync: This component synchronizes the phasor measurements with the GPS

time reference, ensuring that all measurements are accurately time-stamped and

can be compared across different PMUs in the network.

In summary, this architecture allows for accurate, time-synchronized measurements of

electrical quantities in a power system, which is essential for monitoring, protection, and

control purposes.

I.4.4 PMU Application

Phasor Measurement Units (PMUs) are widely used in North America, Europe, China,

and Russia for various purposes such as post-disturbance analysis, stability monitoring,

thermal overload detection, power system restoration, and model validation. These re-

gions, along with India and Brazil, are also testing or planning to use PMUs for state

estimation, real-time control, adaptive protection, and wide-area stabilization. Key po-

tential applications of PMUs in power systems include enhancing static state estimation,

fault location in transmission lines, emergency control during major a short disturbances,

voltage control, and synchronized event recording[19]. The main applications of PMU are

the following : state estimation, event identification and fault location, enhance Situation

Awareness.
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I.4.4.1 State estimation

The result of state estimation is crucial for various power system applications, including

Automatic Generation Control (AGC), load forecasting, optimal power flow, corrective

real and reactive power dispatch, stability analysis, and security assessment. Accurate and

rapid determination of the system state is essential for secure power system operation.

While SCADA provides different measurements (voltage magnitude, real and reactive

power injection, etc.), PMUs are increasingly used due to their higher accuracy from

synchronized measurements and high data transmission speed. PMUs provide precise

measurements of magnitude and phasors for both bus voltage and branch current, which

enhances state estimation. Using a sufficient number of PMUs ensures the observability

of the entire system, simplifying the state estimation problem.

I.4.4.2 Event identification and fault location

Phasor Measurement Units (PMUs) are essential for event identification and fault lo-

cation in power systems. They provide voltage/current phasor and frequency data that

help identify disturbances using logic-based techniques like Sequence of Event Recorder

(SER) or decision trees, which are suitable for real-time decision-making due to their

fast execution. PMUs are also critical for quickly and accurately locating faults in trans-

mission lines to minimize economic and social impacts. Effective fault location requires

installing PMUs on every bus in the transmission network, making it important to de-

termine the minimum number of PMUs needed to ensure complete network observability

while considering installation costs.

I.4.4.3 Enhance Situation Awareness

In power system operations, managing large and complex data for various control opera-

tions is essential to maintaining system reliability and stability within specific constraints.

As power systems become more interconnected, grid operators face the challenge of ana-
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lyzing vast amounts of data and making critical, timely decisions under pressure. They

must handle complex, dynamic data streams while staying aware of evolving operational

conditions. Effective analysis and visualization tools based on PMUs can help operators

maintain situational awareness and perform time-critical decision-making tasks in control

centers.

I.4.5 IEEE standardization

The IEEE standard 037.118, established in 2005 and updated in 2011, facilitates the

storage and transmission of time-tagged data in the power industry while ensuring com-

patibility across networks. It introduces two types of PMUs: M-class for steady-state

measurements and P-class for protection functionality with rapid response. These PMUs

seamlessly integrate with existing PDCs and visualization software, ensuring efficient and

reliable operation within the power grid[20].

I.5 Conclusion

This chapter introduced the Smart Grid, WAMS, and PMUs in modern grid manage-

ment. It defined each component and outlines their roles in improving grid reliability

and efficiency. The next chapter will provide an in-depth exploration of the PDC, a key

component of WAMS, to enhance understanding of grid management.
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Phasor Data Concentrator

II.1 Introduction

The Phasor Data Concentrator (PDC) is vital in modern power systems for efficiently

collecting, aggregating, and analyzing synchrophasor data, which provides real-time mea-

surements of electrical quantities across the grid.This chapter explores the key functions,

architecture, data transfer mechanisms, communication protocols, and data storage solu-

tions of PDCs, highlighting their role in enhancing grid reliability and performance.

II.2 PDC Overview

II.2.1 The concept of PDC

The Phasor Data Concentrator (PDC) consists of three essential components. The

first component is a central unit, which is a server-based computer that receives and

gathers data from the Phasor Measurement Unit (PMU) through TCP/IP or UDP/IP

communication.The PDC software application is responsible for managing, displaying,

and recording the data received from the PMU. The second component is data storage,

where the central unit collects data from the PMU and stores it in a database. Finally, the

Human Machine Interface (HMI) serves as a display unit and controls the entire system,

as depicted in Figure II.1 [21] .
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Figure II.1: Phasor Monitoring System

II.2.2 Definition

A Phasor Data Concentrator (PDC) functions as a node within a communication net-

work, processing synchrophasor data from multiple PMUs or PDCs and transmitting it as

a unified stream to higher-level PDCs or applications.The PDC organizes synchrophasor

data based on timestamps to create a comprehensive set of measurements for the entire

system[22].

The PDC also performs various additional functions, including:

• Conducting quality checks on phasor data and flagging any inconsistencies in the

data stream.

• Monitoring disturbance flags and recording data files for further analysis.

• Monitoring the overall performance of the measurement system and displaying the

results and performance recordings.

• Offering specialized outputs, such as direct interfaces to supervisory control and

data acquisition (SCADA) systems or energy management systems (EMS).
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Figure II.2: Synchrophasor data collection network

Local PDCs shown on Figure II.2 collect and synchronize data from multiple PMUs and

send it to applications. Mid- and higher-level PDCs gather data from these local PDCs,

perform quality checks, and also forward the data to applications.PDCs can be integrated

into other systems rather than functioning as standalone units.A hierarchical structure of

PDCs supports different system levels and allows for peer-to-peer communication among

utilities and control areas.Each layer addresses specific data needs, such as latency and

quality.Backup and bypass mechanisms are necessary to mitigate potential failures in the

data stream[22].

II.2.3 PDC functions

A PDC can perform various functions on synchrophasor data streams, depending on the

requirements of the applications utilizing this data and the design of the synchrophasor

systems.This section outlines the functional requirements for the following PDC functions:

• Data aggregation

• Data forwarding

• Data communications

• Data validation
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• Data transfer protocol support

• Data transfer protocols conversion

• Data format and coordinate conversion

• Data latency calculation

• Reporting rate conversion

• Output data buffering

• Configuration

• Phase and magnitude adjustment

• Performance monitoring

• Redundant data handling

• Duplicate data handling

• Data re-transmission request

• Cyber security

The next section provides an in-depth analysis of the specific functions implemented in

this project, which include the following:

• Data Aggregation

• Data Communication

• Data transfer protocol support
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II.2.3.1 Data Aggregation

The aggregation of data can be performed with or without time alignment. It is crucial

to maintain the quality of data, as well as indications of time quality and time synchro-

nization for each signal.The output data frames should also include information regarding

data quality assigned by the individual devices that transmit the data.

II.2.3.1.1 Data Aggregation with time alignment

Data aggregation with time alignment involves waiting for data with a specific times-

tamp from all sources, grouping that data into a packet, and forwarding it. The PDC

aligns the received PMU/PDC data based on their timestamps, not their order of arrival

or arrival time.Time alignment to absolute time entails waiting no longer than a spec-

ified absolute wait time after a timestamp for data with that timestamp, necessitating

synchronization of the PDC to UTC.

II.2.3.1.2 Data Aggregation without time alignment

To balance the need for minimal latency and prevent data loss due to delayed arrival,

a PDC can aggregate synchrophasor measurements without time alignment and transmit

them periodically.This approach allows for user-defined transmission intervals or based on

data size.In these transmissions, the PDC should identify each signal, despite the absence

of specific requirements for time alignment, timestamps, data content, or sequence.

II.2.3.2 Data Communication

Data communication is crucial for a PDC, enabling connections with other devices

via serial and Ethernet networks. It typically receives synchrophasor data, performs

data alignment or other processing, and transmits the processed data to a data storage

system or an application.Therefore, the ability to receive synchrophasor data through

these networks is essential for a PDC’s functions.
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II.2.3.3 Data transfer protocol support

PMU data can be transmitted using various protocols such as IEEE Std C37.118.2-

2011, IEEE Std C37.118-2005 and future protocols.A PDC should support receiving,

interpreting, and transmitting data in at least one of these protocols.This will be detailed

in the following subsection.

II.2.4 PDC Architecture

A synchrophasor data collection network is designed to capture and process high-speed

measurements of the power system in real-time, offering improved insights into the sys-

tem’s dynamic behavior.In this network, PMUs are installed at various substations to

gather measurements.These PMUs collect data at a very high frequency, usually 50–60

samples per second, and transmit it to the PDC in real-time[23]. The PDC is tasked

with gathering all PMU data and aggregating it in a time-synchronized manner.This

time-aligned data, processed at the local PDC, is then transmitted to other applications

for purposes such as local monitoring, archiving, visualization, control, and protection

[24].The basic layout of the PDC has been described in Figure II.3 [24] .

Figure II.3: PDC Architecture
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The synchronized phasor data collected can be utilized by these applications to con-

duct real-time analysis and monitoring of the power system. Moreover, the local PDC

shares its precisely synchronized data with the control center PDC. At the control center,

the PDC combines data from multiple local PDCs, ensuring a consistent time reference,

and forwards it to higher-level PDCs for additional analysis, storage, and monitoring

purposes.These PDCs, situated at various hierarchical levels and geographic locations,

establish communication over a wide area network to facilitate data exchange[23].

II.3 PDC Data Transfer

II.3.1 Definition of Data Stream

A PMU or PDC can transmit multiple data streams, each with different content, rate,

and format, and each stream will have its own IDCODE for proper identification.Each

stream operates independently, including the execution of commands and the transmission

of data, header, and configuration messages.Information may be stored in any convenient

form within the PMU/PDC, but when transmitted, it must be formatted as described

in the specified frames.Any commands or other messages received that are not under-

stood (due to unimplemented features, incorrect IDCODE, or bad CRC) will be silently

discarded[25],[26].

II.3.2 Synchrophasor Message Format

II.3.2.1 Message Framework

The message framework of a Phasor Data Concentrator (PDC) is essential for the

effective communication and processing of synchrophasor data in synchrophasor systems.It

specifies the structure and format of the data messages exchanged by the PDC, which

include crucial information such as timestamps, device identification, and data quality

indicators, along with the synchrophasor data itself.The IEEE Standard C37.118.2-2011
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outlines four types of message frames: configuration, command, data, and header.These

frames are sent over the communication channel from the transmitter to the receiver and

consist of several fields, including SYNC, FRAMESIZE, IDCODE, SOC, FRACSEC, and

CHK, which are present in all message frames[25].

The four types of message frames are as follows:

• Data messages: Contain measurements made by a Phasor Measurement Unit

(PMU).

• Configuration messages: Machine-readable messages describing data types, cal-

ibration factors, and other metadata for the data sent by the PMU/PDC.

• Header messages: Human-readable descriptive information sent from the PMU/PDC,

provided by the user.

• Command messages: Machine-readable codes sent to the PMU/PDC for control

or configuration.

II.3.2.2 Overall message

All message frames begin with a 2-byte SYNC word, followed by a 2-byte FRAME-

SIZE word, a 2-byte IDCODE, and a timestamp that includes a 4-byte second-of-century

(SOC) and a 4-byte FRACSEC, which consists of a 24-bit FRACSEC integer and an 8-bit

Time Quality flag. The SYNC word ensures synchronization and frame identification.The

IDCODE uniquely identifies the source of data, header, or configuration messages, or the

destination of a command message.The IDCODE links the data frames with their corre-

sponding configuration and header information.Each frame concludes with a check word

(CHK), which is a CRC-CCITT.

Frames are transmitted exactly as specified, without delimiters. Figure II.4 illustrates

the transmission order of the frames: the SYNC word is sent first, and the CHECK word
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is sent last.All frame types follow this same order and format(Shown in Figure II.4). Table

II.1 defines the words common to all frame types[25].

Figure II.4: Example of frame transmission order

II.3.3 Data Frame Format

A data frame contains measured data and is identified by having bits 4–6 in the SYNC

word set to zero, as shown in Table II.2.The real-time phasor data frame consists of

binary data ordered as outlined in Table II.1 and detailed in Table IV.1.All fields have

fixed lengths, and no delimiters are used.As previously shown, the frame starts with

SYNC, FRAMESIZE, IDCODE, SOC, and FRACSEC, and it terminates with a CRC-

CCITT[25].
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Table II.1: Word definitions common to all frame types

Field Size (bytes) Comments

SYNC 2

Frame synchronization word.
Leading byte: AA hex
Second byte: Frame type and version, divided as follows:
Bit 7: Reserved for future definition, must be 0 for this standard

version.
Bits 6-4: 000: Data Frame

001: Header Frame
010: Configuration Frame 1
011: Configuration Frame 2
100: Configuration Frame 3
101: Command Frame (received message)

Bits 3-0: Version number, in binary (1-15)
Version 1 (0001) for messages defined in IEEE Std C37.118-2005.
Version 2 (0010) for messages added in this revision,
IEEE Std C37.118.2-2011.

FRAMESIZE 2
Total number of bytes in the frame, including CHK.
16-bit unsigned number. Range = maximum 65535

IDCODE 2

Data stream ID number, 16-bit integer, assigned by user, 1–65534 (0
and 65535 are reserved). Identifies destination data stream for
commands
and source data stream for other messages. A stream will be hosted
by a device that can be physical or virtual. If
a device only hosts one data stream, the IDCODE identifies the device
as well as the stream. If the device hosts more than one data stream,
there shall be a different IDCODE for each stream.

SOC 4

Time stamp, 32-bit unsigned number, SOC count starting at midnight
01-Jan-1970 (UNIX time base).
Range is 136 years, rolls over 2106 AD.
Leap seconds are not included in count, so each year has the same
number of seconds except leap years, which have an extra day (86400s).

FRACSEC 4

Fraction of second and Time Quality, time of measurement for data
frames or time of frame transmission for non-data frames.
Bits 31–24: Message Time Quality as defined in 6.2.2.
Bits 23–00: FRACSEC, 24-bit integer number. When divided by
TIME BASE yields the actual fractional second. FRACSEC used in
all messages to and from a given PMU shall use the same TIME BASE
that is provided in the configuration message from that PMU.

CHK 2 CRC-CCITT, 16-bit unsigned integer.
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Table II.2: Data Frame Organization

No. Field Size (bytes) Comment

1 SYNC 2
Sync byte and frame

type/version number

2 FRAMESIZE 2 Number of bytes in frame

3 IDCODE 2 Stream source ID number

4 SOC 4 SOC time stamp

5 FRACSEC 4
Fraction of Second and Time

Quality

6 STAT 2 Bit-mapped flags

7 PHASORS 4 × PHNMR or 8 × PHNMR Phasor estimates

8 FREQ 2 / 4 Frequency

9 DFREQ 2 / 4 ROCOF

10 ANALOG 2 × ANNMR or 4 × ANNMR Analog data

11 DIGITAL 2 × DGNMR Digital status points

Repeat 6-11 Repeated for each PMU

12+ CHK 2 CRC-CCITT

II.3.4 Data stream decoding

PMU data is typically transmitted in binary format, requiring researchers to design

algorithms to decode and extract relevant information from the encoded TCP packet.

This involves handling various IEEE Std. C37.118 compliant data frames and accurately

interpreting voltage, current, frequency, and phase angle measurements[26].

II.3.4.1 Data Frame Decoding

Figure II.5 illustrates the decoding of data frames.The received data frames are decoded

using the configuration frames, which provide information about the PMUs/PDCs and

the data formats.The decoder function identifies the SYNC field value of the data frame,

which is AA01 hex, and then extracts the relevant data fields, including phasor values,

frequency, and ROCOF, among others.
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The parsed data frames are stored in a separate data buffer for each PMU/PDC.The

buffer depth is a user-configurable parameter, and all PMU data buffers have the same

depth.The depth of the buffer determines the number of data frames that can be stored.The

data buffer stores the parsed data frames based on the arrival timestamp[26].

Figure II.5: Multiple PMUs data frame processing

II.3.4.2 Combined data frame

When the Phasor Data Concentrator (PDC) transmits data streams from different

PMUs, it combines them into a single frame encoded in a general format, which in-

cludes data from all PMUs connected to that PDC.The STAT field is used to indicate

the status of the data.For example, if PMU frequencies are stable and phase differences

remain unchanged, the PDC modifies the corresponding PMUs STAT from (00) to (90),

excluding the measured data when generating the combined frame for transmission.As

shown in Figure II.6, the combined frame only includes synchrophasor data from nodes

classified as abnormal (STAT: 80).If a data frame is lost or delayed, the node status is

classified as unknown (STAT: A0) until two consecutive data frames are available in the

PDC buffers.Alternatively, with additional buffers, classification can use data from the

two nearest time slots stored in the buffers.Once the next-level PDC receives the com-

bined frame from regional PDCs, it can identify abnormal nodes and the lines or feeders

connecting them.Consequently, the regional PDC can initiate necessary actions such as

islanding, injecting reactive/real power, or other protective measures. Estimating the

power factor (PF) at the local PDC can also help control power[27].
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Figure II.6: Structure of a combined data frame for upper PDC

II.4 PDC Communication Protocols

II.4.1 What’s communication networking

Communication networks facilitate the exchange of data between end-systems, support-

ing various services and applications. They enable seamless connectivity for tasks like

messaging, streaming, video calls, file sharing, and accessing online services.These net-

works are vital for modern society, enabling businesses, individuals, and organizations to

collaborate and stay connected globally[28].

II.4.2 OSI Model

Figure II.7: OSI model

The OSI model consists of seven distinct layers as il-

lustrated in Figure II.7 [29], each containing different

protocols within various protocol suites, with TCP/IP

being the most common.This model helps categorize

the processes involved in TCP/IP transactions.It is ex-

tremely useful for network installation, configuration,

maintenance, and especially for troubleshooting network

issues[30].
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II.4.2.1 OSI model layers

• Layer 1 (Physical Layer):The Physical Layer is the physical and electrical medium

for data transfer, including cables, jacks, hubs, and more.It is also known as the

physical plant.Concepts include topologies, analog vs. digital encoding, bit syn-

chronization, baseband vs. broadband, multiplexing, and serial data transfer.If you

can touch it, it’s part of this layer.The unit of measurement is bits.

• Layer 2 (Data Link Layer): The Data Link Layer establishes, maintains, and

decides how transfer is accomplished over the Physical Layer.Devices on this layer

include network interface cards and bridges. It ensures error-free transmission under

LAN transmissions using MAC addresses.Any device that makes a physical connec-

tion to the network is on this layer.The unit of measurement is frames.

• Layer 3 (Network Layer): The Network Layer routes and switches information

between different networks, LANs, or internetworks. Devices on this layer include

routers and IP switches.This layer deals with logical addressing (IP addresses) and

ensures compatibility between physical (MAC) and logical addresses.The unit of

measurement is packets.

• Layer 4 (Transport Layer): The Transport Layer ensures error-free transmission

between hosts through logical addressing.It manages message transmission through

Layers 1-3, breaking up messages, sending them, and ensuring correct reassembly.It

contains both connection-oriented and connectionless systems.The unit of measure-

ment is segments or messages.

• Layer 5 (Session Layer): The Session Layer governs the establishment, termina-

tion, and synchronization of sessions within the OS over the network and between

hosts.It controls the name and address database for the OS or NOS. NetBIOS works

on this layer.
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• Layer 6 (Presentation Layer): The Presentation Layer translates data format

from sender to receiver in various operating systems.It includes code conversion,

data compression, and file encryption. Redirectors, like mapped network drives,

work on this layer.

• Layer 7 (Application Layer): The Application Layer is where message creation

and packet creation begin.It includes end-user protocols like FTP, SMTP, Telnet,

and RAS. It’s not the application itself, but the protocols initiated by this layer

[30].

II.4.2.2 Understand Layer 2 Switching

The Data Link layer is also where Layer 2 switches reside.A Layer 2 switch is the most

common type of switch that is used on a LAN.They are hardware-based as shown in

Figure II.8 [31] and they use the MAC address of each host computer’s network adapter

when deciding where to direct frames of data; every port on the switch is mapped to

the specific MAC address of the computer that physically connects to it.Layer 2 switches

do not normally modify frames as they pass through the switch on their way from one

computer to another. Switches have memory that is set aside to store the MAC address

to a port translation table, known as the MAC table or Content Addressable Memory

table ( CAM table ). This table can be compromised with a MAC flood attack.This sends

numerous packets to the switch, each of which has a different source MAC address, in an

attempt to fill up the memory space on the switch.If this is successful, the switch changes

state to what is known as fail open mode .At this point, the switch broadcasts data on

all ports the way a hub does[30].
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Figure II.8: D-Link DGS-1210-28 swicth

II.4.3 Define UDP communication

The User Datagram Protocol (UDP) is a lightweight data transport protocol operating

on top of IP, designed for straightforward data transfer between two computers in a

network. UDP sends packets, called datagrams, directly to a target computer without

establishing a connection, specifying packet order, or verifying arrival. This makes UDP

faster but less reliable compared to TCP, which requires a connection handshake, specifies

packet order, and confirms packet arrival. Due to the lack of these mechanisms, UDP

can transfer data more quickly than TCP, which can be advantageous in scenarios where

speed is prioritized over reliability[32].

II.4.3.1 Communication framework of WAMS

Figure II.9 illustrates the architecture of WAMS communication systems. In this setup,

PMUs are strategically placed within the power system to acquire synchronized phasor

measurements of voltage, current, and phase angle. The PMUs transmit these synchro-

nized measurements to PDCs over a dedicated communication network. The communi-

cation network of a synchrophasor system typically follows a client–server model, where

the server is the data source, and the client receives the data. The server can be a PDC

or a PMU, while the client can be a PDC or an application. In this model, the client ini-

tiates the connection and sends commands to regulate the data flow. The server responds

to these commands and sends the requested data. The actual connections between the
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client and server can be established using TCP, UDP, or a combination of both. TCP

connections are the easiest to set up, with the client sending a connection request to

the server, after which commands and data are transmitted and received across the con-

nection. TCP connections have the advantage of being state-aware, allowing for quick

resolution of communication issues. UDP connections, on the other hand, are faster and

have lower overhead compared to TCP. However, UDP connections do not maintain the

connection state and do not provide error correction or retransmission of lost messages

[26].

Figure II.9: WAMS system communication architecture

II.5 PDC Data storage

II.5.1 Introduction

Upon receipt of data or configuration frames, the PDC forwards them to a database

server, which may be located either locally or remotely. The database server process

involves the use of an IEEEC37.118 parser to parse configuration and data frames, cre-

ating objects in memory. This section aims to explore the nature of a database and its

constituent elements.
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II.5.2 What is a Database

A database is a collection of data stored electronically, usually organized and structured

in some form. Databases can be very simple, such as a text file or a CSV file. When

they are complex, formal methods of design and engineering principles are used to build,

update, and maintain these systems. A Database Management System (DBMS) is the

software that facilitates interaction between the database and an application that uses

the database. Data in databases is typically stored as tables[33].

II.5.3 MS SQL Server

Microsoft SQL Server is a database management system (DBMS) created by Microsoft,

which follows the principles of the relational model. In this model, data is structured in

tables (known as relations), where these tables establish relationships with one another.

Each table consists of rows and columns, representing respective attributes. MS SQL

Server is a software tool employed for the administration and retrieval of information

from the database[34].

II.5.4 What is an ODBC

The Microsoft Open Database Connectivity (ODBC) interface is a programming lan-

guage interface in C enabling applications to retrieve data from various database man-

agement systems (DBMSs). ODBC serves as a performance-oriented, low-level interface

tailored for relational data stores[35].
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II.5.5 Database content

Figure II.10: Database Content

The database content encompasses several key ele-

ments essential for efficient data management shown

in Figure II.10.

• User data stored in dedicated tables for struc-

tured organization and access.

• Metadata critical for maintaining data struc-

ture integrity, containing details like table and

column names, types, and constraints.

• Application metadata further refines user data

with application-specific details, customizing

the user experience.

• Utilization of indexes and other overhead data

to enhance system performance and streamline maintenance processes.

II.6 Conclusion

Phasor Data Concentrators are crucial for modern electrical grids, offering key functions

in data aggregation, communication, and storage. This chapter examined PDC concepts,

functions, architecture, and communication protocols, emphasizing the role of robust data

storage in managing synchrophasor data. These insights underline PDCs’ importance in

maintaining efficient and reliable power systems. The next chapter will focus on designing

a PDC using LabVIEW, showing practical implementations of these concepts.
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PDC design using LABVIEW

III.1 Introduction

This chapter covers the use of LabVIEW software to design and implement a Phasor

Data Concentrator (PDC). It highlights LabVIEW’s graphical programming capabilities

and essential tools for developing complex data systems.Key topics include LabVIEW’s

dataflow programming model, add-on toolkits, and the overall PDC design, focusing on

PMU data transmission, data aggregation, time alignment, and applications like data

storage and phasor display. By the end, readers will understand how to effectively use

LabVIEW for creating efficient and reliable PDC systems.

III.2 LABVIEW Software

III.2.1 Definition

Laboratory Virtual Instrument Engineering Workbench(LabVIEW ), offers a graphical

programming environment distinct from text-based languages like C or Java.It serves as

an interactive system for developing and executing programs, particularly suited for pro-

fessionals like scientists and engineers.Compatible with Windows, Mac OS X, and Linux

systems, LabVIEW facilitates the development of programs through graphical notation,

enhancing data flow via functional node connections[36].
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III.2.2 Dataflow and Graphical programming

LabVIEW utilizes a dataflow programming language called G, characterized by graphical

block diagrams where function nodes are interconnected by wires to facilitate variable flow.

This structure enables parallel execution of multiple nodes, leveraging built-in schedulers

to optimize hardware resources for efficient program execution. Graphical programming

removes many of the syntactical concerns found in text-based languages, such as the

placement of semicolons and curly braces. This approach allows you to focus on the data

flow within your application, as the straightforward syntax makes the program’s opera-

tions clear. Figure III.1 illustrates a simple LabVIEW user interface and the underlying

code[36].

(a) User interface (b) Graphical code

Figure III.1: LabVIEW Example

• The Queued Message Handler(QMH): combines aspects of both producer/consumer

and event handler architectures. It consists of two loops: the Event Handler Loop

(EHL) serves as the producer, dispatching messages through an event structure,

while the Message Handler Loop (MHL) acts as the consumer, processing the re-
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ceived messages. User interface events trigger message queuing, and the QMH can

facilitate feedback from the consumer to the producer using User Events.

III.2.3 LabVIEW Add-on Toolkits

LabVIEW offers a wide array of toolkits that simplify and expedite various tasks, making

implementation easier for users. Some of the notable toolkits include:

• Application Builder

• Enterprise Connectivity Toolkit

• Internet Toolkit

• Database Connectivity Toolkit

• SPC (Statistical Process Control) Toolkit

In this project, several toolkits were utilized: data communication toolkit, SQL toolkit,

electrical power toolkit.

III.2.3.1 Data communication toolkit

The Data Communication Protocol Toolkit includes various protocols, such as UDP/IP,

TCP/IP, for facilitating communication between LabVIEW applications and external

devices or systems. In this project, UDP communication was utilized. The specific blocks

used for this protocol are shown in Figure III.2 and Figure III.3.

Figure III.2: UDP blocks in labVIEW
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(a) UDP open Block (b) UDP multicast open Block

(c) UDP write Block (d) UDP read Block

(e) UDP close Block

Figure III.3: UDP block

• UDP Open: Initializes a UDP socket for communication.

• UDP Multicast Open: Initializes a UDP socket for multicast communication,

allowing data to be sent to multiple receivers.

• UDP Write: Sends data over the UDP network to a specified IP address and port.

• UDP Read: Receives data from the UDP network on a specified port.
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• UDP Close: Closes the UDP socket, ending the communication session.

These blocks enable efficient implementation of UDP communication within the LabVIEW

environment, allowing real-time data exchange for the project.

III.2.3.2 SQL toolkit

The SQL Toolkit in LabVIEW provides functionality for interacting with SQL databases,

enabling database operations within the LabVIEW environment.The specific blocks used

for this protocol are shown in Figure III.4 and Figure III.5.

Figure III.4: SQL toolkit blocks

• SQL Open: Establishes a connection to a specified SQL database.

• SQL Execute: Executes SQL queries to insert, update, or delete data in the

database.

• SQL Select: Retrieves data from the database based on the executed query.

• SQL Close: Closes the connection to the SQL database, releasing the resources.
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(a) SQL open blocks (b) SQL execute blocks

(c) SQL select blocks (d) SQL close blocks

Figure III.5: SQL blocks

These blocks make it easy to handle database tasks in LabVIEW.

III.2.3.3 Electric power toolkit

In the Electric Power Toolkit, our application was confined to utilizing the vector diagram

feature solely for display purposes shown in Figure III.6.

Figure III.6: Vector diagram block
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III.3 Overall design of the PDC

The flowchart provided (See Figure III.7)illustrates the comprehensive process of data

handling and analysis involving Phasor Measurement Units (PMUs) and Phasor Data

Concentrator (PDC) and their integration into a system for real-time monitoring and

power calculations. We first start by reading the data from an excel file to construct a

binary data frame of PMU1 and PMU2, then send it to PDC via UDP communication.

The PDC recieves the data and decode it to align the PMU2 data according to the SOC

differnce that will be added as a phase shift to PMU2 phases, also the data is used to

compare phases of both PMUs to determine the STAT and format of the combined data

frame which will be then sent to differnt applications to be decoded.Two servers are used

one to store and retrieve the decoded data and visualize it in waveform charts of differents

periods and another one to display the data in phasor diagrams and calculate real and

reactive power.

43



Chapter III. PDC design using LABVIEW

Figure III.7: Flowchart of the whole system
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III.4 PMU data sending

III.4.1 Extracting excel elements

In this procedure, PMU data was generated and subsequently organized in an Excel

file, as depicted in the accompanying figure. Following this, we employed the “Read

Delimited Spreadsheet” block in LabVIEW to parse the Excel file.The output from this

block yielded an NxM array. However, for our specific requirement, it was imperative to

extract the elements from each column to convert them into binary format and arrange

them as desired.To accomplish this task, an “Index Array” was implemented, ensuring

the correct positioning of indexes corresponding to the column order in the Excel file(See

FigureIII.8).

(a) Extracting columns (b) Extracting elements

Figure III.8: From Excel file to elements
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Subsequently, a “For Loop” was employed to iterate over each element within the columns,

utilizing local variables and another “Index Array” for efficient data extraction.

III.4.2 Convert to data frame

After extracting elements, the next step involves merging magnitudes with their corre-

sponding phases for both 3-phase current and voltage.Phases are initially converted from

degrees to radians multiplied by 1000(shown in FigureIII.9), aligning with the IEEE PDC

standard. Afterward, the “Format Into String” function is utilized with the binary format

%016b%016b to merge the values, resulting in a 32-bit string combining both magnitude

and phase values in binary format.

Figure III.9: Conversion to binary format
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After converting all magnitudes and phases to binary, a data frame is constructed,

respecting the order and number of bits for each word. This is achieved using the “Format

Into String” block again(See FigureIII.10), ensuring that the data is formatted correctly

for transmission to the PDC via the UDP/IP protocol(See Figure III.11).

Figure III.10: Converting the data frame

The SOC and fracsec were implemented using straightforward logic blocks. The SOC

represents the number of seconds elapsed since January 1, 1970, up to the present mo-

ment,The GET DATE/TIME IN SECONDS block in LabVIEW provides the number of

seconds elapsed since 12:00 AM on 01/01/1904. To find the Unix time, subtract the times-

tamp of 01/01/1970 00:00:00.000 from the timestamp of 00:00:00.000 DD/MM/YYYY.

while the fracsec denotes the fractional part of a second.SYNC is AA01 hex, and the

frame size is 0034 hex. The ID code can be any decimal number. The resulting value

is then subtracted from the output of GET DATE/TIME IN SECONDS function. This

value is connected to a double block to change the value type, and then to the To signed

64-bit integer function. The output is the Unix timestamp.CHK is D4 3F hex.
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Figure III.11: Sending with UDP

Note : the loop mentioned above was duplicated on another PC. This duplication was

necessary because the project involves monitoring data from two separate PMUs, each

PMU has its own unique Excel file and operates through different ports.

III.5 Data aggregation and time alignment

III.5.1 The whole loop

This loop represents the PDC software where aggregation and time alignment functions

are applied. The PDC will receive data frames from both PMU1 and PMU2 through UDP

port numbers 30001 and 30002, respectively. The data for each PMU will be decoded from

binary format to integer format using the SCAN FROM STRING block. The input is the

binary representation of a specific PMU data frame. The format string depends on the

data to be retrieved (refer to Table II.2 ), and the initial scan location depends on which

element is to be retrieved.

III.5.2 Decoding received binary format

The data received from UDP is shown in the Figure III.12 .

48



Chapter III. PDC design using LABVIEW

Figure III.12: Data recieved from UDP

It is then split using the SCAN FROM STRING block based on its position in the

binary format and converted to decimal(See Figure III.13).This conversion enables us to

carry out specific applications, which will be detailed in the following sections.

Figure III.13: Decoding binary format

To determine the STAT of the new aggregated data frame, phase decoding is nec-

essary.Since the frequency is stable at 50Hz, only the phases of PMU1 and PMU2 are

compared.Vphase1 of PMU1 is compared to Vphase1 of PMU2, and so on.The resulting
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boolean value shown in Figure III.14 is connected to the selector of the event structure.

Figure III.14: Condition of case structure

III.5.3 Time alignment

For the alignment function, this occurs when there is a timestamp difference in the SOC

of PMU1 and PMU2(See Figure III.15). When the PDC receives this information (SOC),

the SOC of PMU1 is set as the time reference for PMU2 by default in our implementation.

The resulting difference is added as a phase shift to PMU2 using the following equation:

NewPhase = (OriginalPhase+ Additional Phase Shift) ∗mod360. (III.1)

Since the additional phase shift angles are periodic with 2π, the modulo operation is

performed with 2π. We worked with degrees, so angles are periodic with 360 deg. An

addition block is used to sum the additional phase shift with the original phase to obtain

the new phase for PMU2 current and voltage phases(See Figure III.16).
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Figure III.15: Timestamp difference

Figure III.16: Phase shifting

III.5.4 Aggregate PMUs data

This case structure includes two cases: TRUE and FALSE, each with a different struc-

ture. All data (SYNC, framesize, IDcode, SOC, fracsec, stat1, chk, rest data PMU1) is
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common for both cases.

III.5.4.1 False case

The FALSE case indicates that the phase difference between PMU1 and PMU2 is the

same ,indicating that the STAT of PMU2 is 90 as illustrated in Figure III.17. The inputs

are then connected to a FORMAT INTO STRING block with a binary format string of

different sizes. Data coming from PMU1 is a string with a length of 272 bits.

Figure III.17: False case

III.5.4.2 True case

The TRUE case indicates that the phase difference between PMU1 and PMU2 is different,

indicating that the STAT of PMU2 is 80. Similar to the FALSE case, all inputs are

connected to a FORMAT INTO STRING blockas shown in Figure III.18. Additionally,

the decoded data of PMU2, including magnitude and new phase for all voltage and current

phases, is added and PMU2 rest data too, which includes digital, analog, frequency,

and ROCOF data. The output of both FORMAT INTO STRING blocks is the binary

representation of the aggregated aligned data. This binary representation is then sent
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via UDP protocol through port number 8900 to other devices carrying an IP address of

192.168.1.100 and 192.168.1.21.

Figure III.18: True case

III.6 PDC performed Applications

III.6.1 Data Storage and Retrieval

The server/application receives a binary-encoded data stream from the PDC via the

UDP protocol on port 8900 of the PC. This data is read by the application through a

UDP read operation. It is crucial that the size of the transferred data is constant and at

least as large as data frame to avoid Buffer size insufficient errors. Upon receiving the

data, which is in binary representation, the application decodes it to extract necessary

information, such as phasors for voltage and current. Since the data format is known,

the application can locate various parameters within the stream. The server/application

understands that the combined data frame contains data from two PMUs. To retrieve this

data, the server compares the STAT values of the two PMUs, which are each 2 bytes long.

The STAT value for PMU1 starts from the 112th bit, while for PMU2, it starts from the
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400th bit. To extract these STAT values, a string subset block is used to isolate the binary

numbers representing STAT1 and STAT2. These binary numbers are then converted into

numerical values using a scan value block, enabling comparison as illustrated in Figure

III.19. This comparison yields a boolean value, which is then connected to a case structure

with two cases.

Figure III.19: STAT comparison

False case: This case (shown in Figure III.20)occurs when the boolean is false, indicating

that the STAT of PMU1 and PMU2 are different. In LabVIEW, the SCAN FROM

STRING block requires two main parameters: the format string and the initial scan

location. The format string defines the format of the input string to ensure the output

is correctly interpreted. For example, using %s for a string or %b for binary will yield

different outputs; 10 will be interpreted as 10 (double) with %s and as 2 (double) with

%b. Multiple types can be included in the same format string. The initial scan location

defaults to 0 but can be adjusted as needed. In our implementation, the FALSE case

implies that the data stream contains only data from PMU1 by default (voltage, current,

ROCOF, frequency, etc.). Therefore, the data of PMU2 will be the same as that of PMU1,

as discussed before. To extract each data piece individually, we segmented our input string
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into 16-bit segments, which aligns with the logic in Table II.2.

Figure III.20: Different STAT

True case: Two SCAN FROM STRING blocks are used because the STAT values are the

same (80) , indicating that the data stream contains data from two PMUs. The structure

of the stream data in this case is clearly depicted in Figure III.18 of the previous section.

The initial scan starts from bit 128 for PMU1 and bit 416 for PMU2. Both blocks use the

same format as in the first case, but they produce different outputs, each corresponding

to a specific PMU(See Figure III.21) .
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Figure III.21: Same STAT

The output of this loop is the decoded frame sent by the PDC. In our implementation,

we were primarily interested in the magnitude and phase of both voltage and current of

PMU1 and PMU2. Note that the phase was sent in radian form, so a radian-to-degree

block was necessary for further use of this parameter.

• Storage loop:

The structure consists of a for loop inside a while loop with 50 iterations. Local variables

are created for the different decoded data parameters that are stored in an SQL database

using SQL blocks from LabVIEW. There are primarily four tables:

• Table 1: Voltage PMU1 - This table includes the magnitude and phase for the

3-phase voltage.

• Table 2: Voltage PMU2 - This table includes the magnitude and phase for the

3-phase voltage.

• Table 3: Current PMU1 - This table includes the magnitude and phase for the

3-phase current.
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• Table 4: Current PMU2 - This table includes the magnitude and phase for the

3-phase current.

Each table contains the following columns (Figure III.22).The index was inserted as a

query in order to track the order

(a) Database tables (b) Table columns

Figure III.22: Database configuration

The process starts with an SQL open block that requires one parameter: the ODBC

connection, named ’store’ in this case. An SQL close block is also used. The main block

is the SQL execute block, which is connected to the output and input of SQL open and

close, respectively. A FORMAT INTO STRING block is used to assign the data to

the parameters of the query. The query’s general form is structured so that each value

connected to the input of the FORMAT INTO STRING block is assigned to the table’s

parameters. The output of this block is then connected to SQL execute, and the data

is inserted into the database. The Figure III.23 displays how the PMU1 data is stored.

Similarly, the PMU2 data is stored in a block directly below this one in the for loop.
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Figure III.23: Storing PMU 1 data in database Tables

• Retrieve loop :

Having explained the concept of event structures and the Queued Message Handler

(QMH), let’s now discuss how they are linked together in our implementation. When

a specific case is executed within the event structure, it runs its contents, including the

queued element block, which enqueues a specific input. After execution, the enqueued

element is sent through the QMH process to other loops for specific usage. In our im-

plementation, we have three cases in the event structure: 1min, 1day, and 1hour, each

corresponding to a push button with a similar name. Pressing a button triggers the exe-

cution of the corresponding case. The difference between these cases lies in the element to

be queued. As we have three cases, each is utilized for a specific operation, necessitating

the use of three different enqueued elements.To determine when the user wants to retrieve

data, we included a GET DATE/TIME IN SECONDS block, which provides a timestamp

of the current time. This timestamp is then processed using the FORMAT DATE/TIME

STRING block, where it is formatted according to a specified time format string to obtain
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the date/time string in the desired general format. Therefore, whenever the 1 min push

button is pressed, the date is updated to the current date as shoxn in Figure III.24.

Figure III.24: Event structure case

The retrieving loop is connected to an event structure, which is essentially a case

structure inside a while loop. After executing a specific case in the case structure, the

enqueued element is then dequeued in this loop. It is connected to the selector of the

case structure to execute the case corresponding to the user input. The cases in the loop

mirror those in the event structure. Each case includes two elements: the SQL query for

retrieving data and the iteration number for the display loop. The query varies based

on the table being read from and the period of time for data retrieval. With four tables,

there are four corresponding queries, each tailored for specific data display. The format

of the queries are shown in Figure III.25.
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Figure III.25: Retrieve query for 1min

Where DATEADD is a function to retrieve data based on the provided argument, such

as 1 minute, 1 hour, or 1 day. The loop illustrated in Figure III.26 retrieves data from

a specific time within the last 1 minute, 1 hour, or 1 day, depending on when the user

pressed the 1 MIN button. The symbols AND specify the time interval for data retrieval.
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Figure III.26: Retrieve loop

Once a specific case is selected and a specific query is run, the date/time identified by

the user needs to be assigned in the query. For this, a FORMAT INTO STRING block

is used, with the same variable for the two inputs of the block. The resulting string will

be connected to a query select. Now that data is retrieved from the database. An index

array is used to extract each column from the array, facilitating the separation and easy

reading of data. The size of the array depends on the selected time period: if 1 minute,

then 60 elements; if 1 hour, then 3600 elements; if 1 day, then 86400 elements.

Figure III.27: Display retrieved data

The retrieved data is in the form of a 1D array, each element of this array needs to

be read for display purposes(See Figure III.27). A for loop is required, with the number
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of iterations corresponding to the specific case and an index array block is also needed.

Since the elements are in string format, a string-to-number conversion is needed to obtain

numeric data. These numeric elements will be connected to a MERGE block, which will

then be connected to a waveform block to visualize the data changes. There are seven

waveform charts, each with two inputs: Voltage Phase 1 PMU1 and Voltage Phase 1

PMU2. This setup will be extended for current and voltage of all phases. The last chart

will include 12 elements, representing the phases of current and voltage of PMU1 and

PMU2.

III.6.2 Phasors Display

This section is managed on a separate server. Data received from UDP port 8901 is

decoded similarly to the store and retrieve loop. After extracting elements, sine wave

signals are generated using the magnitude and phase for each phasor. Voltages and

currents from PMU1 and PMU2 are merged and displayed on a waveform chart. A vector

graph, created using the polar to complex block, visualizes phase shifts and changes in

magnitude and phase. Finally, real and reactive power measurements are calculated to

assess the power system’s performance as illustrated in Figure III.28.
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Figure III.28: Phasors Display

III.7 Conclusion

In this chapter, we investigated how LabVIEW software can be utilized to create a PDC.

The chapter provided a thorough overview of PDC design, including the transmission of

PMU data, data aggregation, time synchronization, and various applications such as

data storage and phasor display. This examination underscores LabVIEW’s efficacy in

developing sophisticated systems for monitoring electrical power. The subsequent chapter

will delve into the outcomes and evaluations of our project.
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Chapter IV

Results and Discussion

IV.1 Introduction

This chapter presents the results and discussions of the implemented PDC using Lab-

VIEW. It provides detailed insights into the PDC’s performance and capabilities, covering

components such as PMU data encoding, data aggregation, phasor data visualization, and

database operations, where two cases are demonstrated.

IV.2 LabVIEW Results

IV.2.1 PMU encode loop

As previously explained in Chapter III, columns are extracted from the Excel file. The

resulting index columns from the spreadsheet are displayed in Figure IV.1.
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Figure IV.1: Resulting columns

The resulting binary string, after completing the conversion and formatting process, is as

follows (See Figure IV.2 :

Figure IV.2: Resulting binary representation

The resulting binary string is then sent to the PDC via the UDP/IP protocol to another

PC with the IP address 192.168.1.100 on port 30001. The following example, shown in

Figure IV.3 , illustrates the process of correctly sending data using UDP on the same PC.
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Figure IV.3: Sending data via UDP/IP protocol

The outputs of this process, which confirm the successful transmission and reception of

the data, are represented in Figure IV.4. These outputs validate that the data has been

accurately sent and received, maintaining the integrity and structure of the information

as intended.

Figure IV.4: UDP/IP data out
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After sending the binary string via UDP, the reception process involves decoding all

phases and magnitudes to compare the phases and select the appropriate format for the

aggregated data. In this part, we compared the resulting values with the sent ones to

ensure accuracy and integrity of the transmitted data.

Figure IV.5: Data Comparison

IV.2.2 Data aggregation

False case :When this case is executed, the input consists primarily of data from PMU1

and common type data for all frames, as explained before . The output is the new data

frame in binary representation .
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True Case:When this case is executed, the input consists of data from both PMU1 and

PMU2, where PMU2 provides the magnitude and new phase for the current and voltage

of all phases. The output is the new data frame, which is the aggregated data presented

in binary format as shown in Figure IV.6.

(a) False case (b) True case

Figure IV.6: Format Case loop

The difference between these two cases is illustrated in the Figures IV.6(a), IV.6(b).It

shows that the length of the data frame changes when there is a phase difference between

PMU1 and PMU2 for the current and voltage phases. This indicates that the STAT of

PMU2 is 80, and the data from PMU2 is encoded into the new data frame. If no difference

occurs, this indicates that the STAT of PMU2 is 90, and the data from PMU2 is the same

as the data from PMU1, so only the data from PMU1 is encoded in the new data frame.

This explains the change in the length of the binary representation of the entire data

frame.

Without time alignment: the new phases of PMU2 are the same as the original
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ones because the timestamp difference is 0. This represents the ordinary case. If the

timestamp difference is different from 0, the new phases will also be the same as the

original ones. This is because the frequency is 50 Hz, and the modulo of 2Πf△t is always

0.

With time alignment: a shift in the phases of PMU2 can be observed if the case is

true. This occurs when the UNIX timestamp is fractional, which is impossible. Therefore,

the only way to observe a phase shift is when the frequency is slightly more than 50 Hz.

In our test, with a frequency of 50.1 Hz and a timestamp difference of 21 seconds between

the SOC of PMU1 and PMU2, this led to an additional phase shift of 15 degrees. in false

case the displayed phases of PMU2 will remain the same, the FigureIV.7 below illustrates

this .

Figure IV.7: Displayed phase shift

IV.2.3 Vector plot

As the binary representation of the data stream is sent to the server, a decoding loop is

needed. Here, we are going to test with a Boolean condition. This Boolean corresponds

to the result of the comparison between the status of PMU1 and PMU2.

True Case: If the statuses of both PMUs are the same, the data will be different,
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corresponding to the true case. The result displayed on phasor plots shows:

• Without time alignment: the magnitude of voltage and current are different,

but the phases of voltage and current for each PMU are the same ( See Figures IV.8

and IV.9 ).

Figure IV.8: True case without time-alignment PMU1

Figure IV.9: True case without time-alignment PMU2

• With time alignment : the phases of PMU2 are shifted by a specific amount
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depending on frequency and timestamp, as shown earlier. The magnitude of voltage

and current is different (See Figures IV.10 and IV.11 .

Figure IV.10: True case with time-alignment PMU1

Figure IV.11: True case with time-alignment PMU2

False Case:If the status of PMU1 and PMU2 are different, this indicates that the data

of PMU1 is the same as the data of PMU2. The display will be the same with or without

time alignment because only the data of PMU1 is in the data stream, and the data of

PMU2 is just the same as PMU1.
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IV.2.4 Database

IV.2.4.1 Storing data

As noted in Chapter III, the data is stored in an MS SQL database, with separate tables

for each PMU. The resulting database data is displayed in Figure IV.12.

(a) Stored current data both PMUs (b) Stored voltage data both PMUs

Figure IV.12: Stored data in Database

IV.2.4.2 Retrieving data

The SELECT block in the SQL toolkit produces an output array based on the specified

query. The example below illustrates how data can be retrieved within a given time

interval as shown in Figures IV.13 and IV.14.
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Figure IV.13: Example for retrieving data

Figure IV.14: Retrieved data

In our project, we retrieve data for different time intervals: 1 minute ago, 1 hour ago,

and 1 day ago. The results, which include charts and index arrays, are presented in the

following figures. These figures visualize the data points and provide detailed breakdowns

of the specific data entries and their timestamps, helping to monitor real-time changes,

short-term trends, and daily activities effectively.
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• Without Time alignement:

False case:

Figure IV.15: Retrieved 1min data with no time alignment chart(False case)

Figure IV.16: Retrieved 1 min data with no time alignment arrays(False case)
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True case :

Figure IV.17: Retrieved 1min data with no time alignment chart(True case)

Figure IV.18: Retrieved 1min data with no time alignment array(False case)
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• With time alignement: In the false case, the data from PMU2 remains unchanged

from its previous state(see Figures IV.15,IV.16), indicating no variation or shift in

the measurements.However, in the true case, a noticeable shift in phase is observed

in the PMU2 data as depicted in Figures IV.19 and IV.20.

Figure IV.19: Retrieved 1min data chart with time alignment

Figure IV.20: Retrieved 1min data array with time alignment
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IV.3 Results

• PMUs successfully constructed data frames from the Excel file without data loss or

corruption

• Data frames from PMU1 and PMU2 were transmitted to the PDC with no trans-

mission errors

• The PDC effectively aligned the time-stamped data from both PMUs.

• The PDC accurately aggregated data from PMU1 and PMU2

• Data frames were successfully sent to Server 1 and Server 2 without data loss.

• Data frames were correctly decoded into decimal format, matching the original Excel

data

• Waveform charts displayed the decoded data accurately, matching the Excel data.

• Server 2 stored the decoded data accurately and retrieval was consistent with

database timestamps.

IV.4 Interpretation of the results

Transmission of Data Frames to PDC: The error-free transmission of data frames

from PMU1 and PMU2 to the PDC indicates that the system’s communication protocols

are robust. This reliability is crucial for maintaining data integrity during transmission,

especially in real-time monitoring scenarios where data loss or corruption could lead to

incorrect analyses and conclusions.

Time Alignment by PDC: The effective time alignment of data from both PMUs by

the PDC is critical for synchronizing data streams from multiple sources. This ensures that

the data can be accurately combined and compared, allowing for precise temporal analysis
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and correlation. Accurate time alignment is particularly important in applications where

timing discrepancies can significantly impact the results, such as in power grid monitoring.

Data Aggregation by PDC: The accurate aggregation of data from PMU1 and

PMU2 by the PDC demonstrates that the system can effectively combine multiple data

streams into a cohesive data frame. This ability is essential for comprehensive data

analysis, as it allows for the integration of information from different sources to provide

a complete picture of the monitored environment.

Transmission of Aggregated Data to Servers:The successful transmission of ag-

gregated data frames to Server 1 and Server 2 without any data loss underscores the

reliability of the system’s data transfer mechanisms. This ensures that data can be se-

curely and accurately stored in different locations, providing redundancy and enhancing

the robustness of the data management process.

Decoding of Data Frames: The correct decoding of data frames from binary to

decimal format, matching the original Excel data, confirms that the system’s encoding

and decoding processes preserve data accuracy. This is crucial for ensuring that the

data remains usable and meaningful after transmission and storage, allowing for accurate

analysis and decision-making.

Visualization and Comparison of Data:The accurate display of decoded data in

waveform charts, matching the original Excel data, provides visual confirmation of the

data’s integrity throughout the processing pipeline. This consistency is important for

verifying that the data has not been altered or corrupted during any stage of the process,

reinforcing the reliability of the system.

Storage and Retrieval of Data on Server 2:The accurate storage and retrieval

of decoded data on Server 2, consistent with database timestamps, indicates that the

system’s data storage mechanisms are reliable. This ensures that data can be securely

stored and accurately retrieved for future analysis, providing confidence in the long-term

viability of the data management system.
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IV.5 Conclusion

In this chapter, we discussed the outcomes of implementing the PDC with LabVIEW,

examining how key elements like the PMU encode loop, data aggregation, vector plot

visualization, and database operations performed. These results shed light on both the

advantages and drawbacks of the PDC design, offering a thorough grasp of its perfor-

mance. Moreover, this chapter paves the way for future enhancements geared towards

improving the system’s effectiveness and dependability.
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Conclusion

In conclusion, this research successfully demonstrated the development and implemen-

tation of a Phasor Data Concentrator (PDC) using LabVIEW. The PDC system was

designed to aggregate, align, and process time-stamped data from multiple Phasor Mea-

surement Units (PMUs), ensuring accurate and reliable data transmission to centralized

servers. The system’s performance was evaluated through a series of comprehensive tests

that confirmed its ability to maintain data integrity and reliability throughout the en-

tire process. Key findings include error-free data transmission, effective time alignment,

accurate data aggregation, reliable data transmission to servers, correct data decoding,

accurate data visualization, and consistent data storage and retrieval.These results un-

derscore the robustness of the communication protocols and data handling mechanisms

employed in the PDC system. The successful implementation and testing of the PDC

demonstrate its capability to support real-time monitoring and analysis in a Smart Grid

environment. The accurate visualization of phasor data in waveform charts provided a

clear and consistent representation of the grid’s status, reinforcing the system’s utility in

practical applications.The findings of this research have significant implications for the

future of power grid management. The developed PDC system enhances the ability to

monitor and control the grid in real time, improving fault detection and grid stability.

This contributes to the overall efficiency and resilience of the power infrastructure.Future

work could focus on enhancing the system’s scalability to integrate advanced analytics

and other functions to provide deeper insights into grid performance. Additionally, im-

plementing other PDC functionalities, extend the PDC to recieve data from more than

80



two PMUs, use historian systems to store data and machine learning to improve the

system’s predictive capabilities, enabling proactive management of potential issues. The

integration of such improvements will pave the way for a more resilient and efficient power

infrastructure, capable of meeting the evolving demands of modern energy systems. This

research lays a strong foundation for continued innovation in the field of power system

monitoring and control.
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Appendix A

Table IV.1: Word definitions unique to data frame

Field Size (bytes) Comments

SYNC 2
First byte: AA hex
Second byte: 01 hex (frame is version 1, IEEE Std C37.118-2005)

STAT 2

Bit mapped flags:
Bit 15-14: Data error:

00 = good measurement data, no errors
01 = PMU error. No information available (do not use values)
10 = PMU in test mode (do not use values) or
absent data may have been inserted (do not use values)
11 = PMU error (do not use values)

Bit 13: PMU sync, 0 when in sync with a UTC traceable time source
Bit 12: Data sorting, 0 by time stamp, 1 by arrival
Bit 11: Triggered event, 0 when not triggered
Bit 10: Configuration change, set to 1 for 1 min to advise configuration will

change, and clear to 0 when change effected.
Bit 09: Data modified, 1 if data modified by post processing, 0 otherwise
Bit 08: PMU Time Quality.
Bits 05-04: Unlocked time:

00 = sync locked or unlocked < 10 s (best quality)
01 = 10 s < unlocked < 100 s
10 = 100 s < unlocked <1000 s
11 = unlocked time > 1000 s

Bits 03-00: Trigger reason:
1111-0000: Available for user definition
0111: Digital 0110:Reserved
0101: df/dt High 0100:Frequency high or low
0011:Phase angle diff 0010:Magnitude high
0001: Magnitude low 0000:Manual

PHASORS 4 / 8

16-bit integers, indicated by the FORMAT field in configuration 1, 2, and 3
frames
Rectangular format:
Real and imaginary, real value first
16-bit signed integers, range -32 767 to +32 767
Polar format:
Magnitude and angle, magnitude first
16-bit unsigned integer range 0 to 65535
Angle: 16-bit signed integer, in radians * 104, range -31 416 to +31 416
32-bit values: Indicated by FORMAT field in configuration
Floating-point format:
Real and imaginary, in engineering units, real value first
32-bit values: indicated by FORMAT field in configuration 1, 2, and 3 frames

FREQ 2 / 4
Frequency deviation from nominal, in mHz
16-bit integer, range -32 767 to +32 767 Hz
32-bit floating point
Indicated by FORMAT field in configuration 1, 2, and 3 frames

DFREQ 2 / 4
ROCOF, in Hz per second
16-bit integer, range -32 767 to +32 767 Hz per second
32-bit floating point
Indicated by FORMAT field in configuration 1, 2, and 3 frames

ANALOG 2 / 4
Data, in integer or floating point
16-bit integer, 16-bit signed integer range
32-bit values indicated by FORMAT field
Can be integer or floating point

DIGITAL 2

Digital status word.It could be bit mapped status or flag. Values and ranges

defined by user .
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