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This paper presents a new approach to reduce the computational complexity in two-dimensional (2D) matrix pencil (MP) method for direction of arrival (DOA) estimation of plane wave signals using a combination of vertical uniform linear array (VULA) and uniform circular array (UCA). By applying phase mode excitation based beamforming to the UCA, we can apply the matrix pencil (MP) method to the beamspace data using only a single snapshot. The technique is based on the split array, which is composed of two perpendicular arrays. The vertical uniform linear array used to determine the elevation DOA components is located perpendicularly at the center of the uniform circular array in the horizontal plane used to calculate the azimuth angles. Unlike common planar and circular arrays, this antenna array with its particular geometry requires no pair-matching between the azimuth and the elevation angle estimation and can also remove the drawbacks of estimation failure problems. Using this particular geometry for the 2D MP method leads to an efficient computational methodology for real-time implementation on a digital signal processor. The obtained simulation results of the MP method applied to both uncorrelated and correlated narrow-band sources in the presence of white noise show good performance estimation. © 2016 Institute of Electrical Engineers of Japan. Published by John Wiley & Sons, Inc.
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1. Introduction

There have been many studies on the two-dimensional (2D) direction of arrival angle (DOA) estimation (azimuth and elevation angles) for incident signals on antenna element arrays [1–6]. It is an important issue in many applications, including radar, wireless communication, radio astronomy, seismic exploration, sonar, and electronic surveillance.

A planar array is required to estimate the source azimuth and elevation (2D angle estimation). Well-known planar arrays include two orthogonal uniform linear arrays, L shaped array[7], uniform rectangular array (URA)[6], and a uniform circular array (UCA)[8]. The UCA is able to provide 360° azimuthal coverage and a certain degree of source elevation information (depending on its element beam pattern). Note that the URA with non-omnidirectional elements is not able to provide full azimuthal coverage due to the directional beam pattern of its elements. In a beam-forming application, the directional patterns of a UCA can be electronically rotated throughout the azimuth without significant change in the beam shape. All elements on the UCA will exhibit identical beam pattern since the UCA has no edge elements and is less sensitive to the mutual coupling effects (compared to ULA and URA).

There exist many algorithms to estimate the 2D-DOA of signals received by the antenna arrays. Fernandez[7] proposed the matrix pencil (MP) method to estimate the 2D-DOA directly from the antenna employing an L-shaped array. Tayem and Kwon[9] proposed two 2D azimuth and elevation angle estimation algorithms, called one L-shape and two L-shape algorithms. They were applied using the propagator method. In[10], Harabi proposed a method based on the extended correlation matrix with two L-shaped antenna array configuration for 2D azimuth and elevation angle estimation problem. This method does not require any pair-matching for the 2DOA estimation problems.

In Ref. [11], the authors proposed a 2D beam space matrix pencil (2D-BMP) method for DOA estimation of plane wave signals using a uniform rectangular array (URA). They used discrete Fourier transform to convert the complex signal subspace into a real and reduced dimensional beam space. In[12], a unitary transform for the 2D-MP method was formulated and used to transform the complex data matrix to a real matrix in order to reduce the computational complexity in DOA estimation problem using URA. Adiba [13] construct an enhanced matrix from the data samples. Then they use the MP method to extract the azimuth and elevation angles of arrival.

In Ref. [14], a hybrid algorithm was presented that combines the UCA-rank reduction (UCA-RARE) and Root-MUSIC algorithm for 2D direction-of-arrival (DOA) estimation of azimuth and elevation angle for UCAs in the presence of mutual coupling. The UCA-RARE algorithm was applied to estimate the azimuth angle independently of the elevation angle. Next, for each azimuth angle they performed a new search-free rooting algorithm based on the expansion of the array manifold into a double Fourier series.

In Ref. [15], a rigorous comparison between the 2D MUSIC and the 2D MP method is presented. The authors conclude that for the multiple 2D sinusoid case (and a one-measurement data model), the MP method is computationally much more efficient than MUSIC. In the context of a real-time implementation, it is highly desirable to develop methods that not only give good (DOA) estimation results but also require significantly reduced computational burden.

Recently, Albagory et al. [16] proposed an array structure for fast and computationally efficient 2D-DOA estimation using the MUSIC algorithm. This technique separates the noise and the signal subspace based on eigenvalue decomposition of the spatial covariance matrix. The conventional signal processing algorithms
using the covariance matrix works on the assumption that the signals impinging on the array are not coherent. Unlike the MUSIC algorithm, the MP method is known to work in an environment with correlated sources. This is due to the fact that the MP method works directly with data instead of the spatial covariance matrix; consequently, the nonstationary environment can be handled easily. Additionally, in Ref. [17] the author suggested that the MP method might outperform the more popular covariance methods when small numbers of data snapshots are utilized.

Our approach consists of applying the MP method to the split vertical and circular arrays. This array is composed of two subarrays, VULA which is used to determine the elevation DOA components, and UCA, which is used to determine the azimuth DOA components. Unlike in Ref. [16], we can work in an environment with correlated sources to estimate the DOA. On the other hand, the computational burden decreases several times than with the 2D-MP method proposed in Ref. [12,13]. The rest of the paper is organized as follows: The system model for the 2D-DOA with two perpendicular subarrays is presented in Section 2. The MP methods for the ULA and in UCA beamspace are developed in Section 3. The performance of the 2D MP method using a Split array is presented in Section 4 and 5, followed by a conclusion.

2. System model

The antenna shape is presented in Fig. 1. The geometry of the array is composed of two perpendicular subarrays. The first is a ULA vertical subarray of M omnidirectional antenna elements and lies on the Z-axis. The second is a UCA horizontal subarray of M omnidirectional, identical, and uniformly distributed elements over the circumference of a circle with radius r in the XY plane.

Let us consider K narrow-band plane signals with wavelength $\lambda_0$ arriving at this array with an azimuth and an elevation angles $(\phi, \theta)$. The signal vector $X(t)$ impinging on the VULA array is defined as follows:

$$X_l(t) = x(t) + N(t)$$

where

$$x(t) = A_l(\theta) S(t)$$

$A_l(\theta) = [a_1(\theta_1), a_1(\theta_2), \ldots, a_1(\theta_K)]$ is a matrix that consists of the steering vectors of the linear array. $S(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T$ is the signal vector that consists of K different source signals.

$N(t) = [N_0(t), N_1(t), \ldots, N_{M-1}(t)]^T$ is the white noise vector generated at each array element with zero mean and variance $\sigma^2$. The response steering vector of the VULA to a plane wave propagating from source $s_k(t)$ in the direction $\theta_k$ is defined as follows:

$$a_k(\theta_k) = [z_k^0, z_k^1, \ldots, z_k^{M-1}]$$

where

$$z_k = e^{j \frac{2\pi}{\lambda} r \sin(\theta_k)}$$

Let us consider the center of the circle as the origin for the circular array. The circumferential spacing of adjacent elements in the array can be expressed by (5) and the antenna angular position by (6).

$$\mu = \frac{2\pi r}{M}$$

$$\gamma_i = \mu i, i = 0, 1, \ldots, M - 1$$

So, we can describe the phase delay seen at antenna element $i$ relative to the center of the array for the plane wave approaching signal from the azimuth direction by (7). Similarly for the VULA, the signal vector received by the array will be given by (8).

$$\Psi_i = \frac{2\pi r}{\lambda} \cos(\phi - \gamma_i)$$

$$X_l(t) = A_l(\theta, \phi) S(t) + N(t)$$

where $A_l(\theta, \phi) = [a_l(\theta_1, \phi), a_l(\theta_2, \phi), \ldots, a_l(\theta_K, \phi)]$ is the matrix consisting of the steering vectors of the circular array. The element-space steering vector of the UCA is defined by (9):

$$a_l(\theta, \phi) = \begin{bmatrix} e^{j \frac{2\pi r}{\lambda} \sin(\theta)} & e^{j \frac{2\pi r}{\lambda} \sin(\theta)} & \ldots & e^{j \frac{2\pi r}{\lambda} \sin(\theta)} \end{bmatrix}$$

3. Matrix Pencil Method

3.1. MP method for ULA

As presented in Ref. [18], the MP method for DOA estimation begins with the waveforms received by the ULA in the form given by (1). This equation can be sampled with period $T_s$ at discrete time instants $nT_s$, and the discrete time sampled version $X_l(nT_s)$ is represented simply by $X_l(n)$. The linear beam former output can be written as $Y_l(n) = W_f X_l(n)$, where $W_f^T$ represents the weights transpose matrix.

$$X_l(n) = x(n) + N(n)$$

In summation notation

$$x_l(n) = \sum_{k=1}^{K} s_k(n) z_k^n + N_l(n)$$

Let us build the Hankel matrix $Y$ from the original data vector $[xx(0), xx(1), \ldots, xx(M - 1)]$

$$Y = \begin{bmatrix} xx(0) & xx(1) & \ldots & xx(L - 1) \\ xx(1) & xx(2) & \ldots & xx(L) \\ \vdots & \vdots & \ddots & \vdots \\ xx(M - L) & xx(M - L + 1) & \ldots & xx(M - 1) \end{bmatrix}_{(M - L + 1) \times (L)}$$

The parameter $L$ is called the pencil parameter. In previous works [19], it has been shown that in the interest of efficient noise filtering, it is best to choose $L$ between the values $\frac{M}{4}$ and $\frac{M}{2}$. 481
The next step is to define two submatrices of $Y$, denoted as $Y_a$ and $Y_b$. We will generate these matrices by deleting a single row of $Y$ for each submatrix. Let us delete the last row of $Y$ to form $Y_a$ and the first row of $Y$ to form $Y_b$. This yields the matrices $Y_a$ and $Y_b$.

\[
Y_a = \begin{bmatrix}
xx(0) & xx(1) & \cdots & xx(L-1) \\
xx(1) & xx(2) & \cdots & xx(L) \\
& \ddots & \ddots & \ddots \\
xx(M-L-1) & xx(M-L) & \cdots & xx(M-2)
\end{bmatrix}_{(M-L) \times (L)}
\]

\[
Y_b = \begin{bmatrix}
xx(1) & xx(2) & \cdots & xx(L) \\
xx(2) & xx(3) & \cdots & xx(L+1) \\
& \ddots & \ddots & \ddots \\
xx(M-L) & xx(M-L+1) & \cdots & xx(M-1)
\end{bmatrix}_{(M-L) \times (L)}
\]

One can write

\[
Y_a = Z_a X H_a Z_b
\]

\[
Y_b = Z_b X H_a Z_b
\]

where the matrices $Z_a$, $Z_b$, $X_0$, and $Z_0$ are defined as follows:

\[
Z_a = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\gamma_1 & \gamma_2 & \cdots & \gamma_K \\
& \ddots & \ddots & \ddots \\
& & \gamma_{M-L-1} & \gamma_{M-L-2} & \cdots & \gamma_{K-L-1}
\end{bmatrix}_{(M-L) \times (K)}
\]

\[
Z_b = \begin{bmatrix}
1 & \gamma_1 & \cdots & \gamma_{L-1} \\
1 & \gamma_2 & \cdots & \gamma_{L-1} \\
& \ddots & \ddots & \ddots \\
1 & \gamma_K & \cdots & \gamma_{K-1}
\end{bmatrix}_{(K) \times (L)}
\]

\[
X_0 = \text{diag} \{s_1, s_2, \ldots, s_K\}
\]

\[
Z_0 = \text{diag} \{\gamma_1, \gamma_2, \ldots, \gamma_K\}
\]

Thus, we can express the MP to extract the DOA information as follows:

\[
Y_b - \lambda Y_a = Z_a X_0 Z_b - \lambda Z_a X_0 Z_b
\]

Rewriting (21) in another form, we get

\[
Y_b - \lambda Y_a = Z_0 X_0 (Z_0 - \lambda I) Z_b
\]

where $I$ represents the $K \times K$ identity matrix. It has been shown [19] that, in general, the rank of $Y_b - \lambda Y_a$ is $K$ provided $K \leq L \leq M - K$.

From (22), we can easily see on the right side that the rank-reducing values of the pencil are the values of $\lambda$ that reduce the rank of the $Z_0 - \lambda I$ term, namely $\gamma_1, \gamma_2, \ldots, \gamma_K$. When $\lambda$ is set to $\gamma_1$, the $i$th row of the $Z_0 - \lambda I$ term becomes zero, and the rank of the pencil becomes $K - 1$. As stated in Ref. [18], the solutions of the pencil $\lambda$ can thus be found as the generalized eigenvalues of the matrix pair $(Y_a, Y_b)$, or, equivalently, as the eigenvalues of $[(Y_a^H Y_a)^{-1} Y_a^H]$, where $Y_a^H$ is the Moore–Penrose pseudo-inverse of $Y_a$, defined by (23).

\[
Y_a^H = (Y_a^H Y_a)^{-1} Y_a^H
\]

The superscript $H$ denotes the conjugate transpose.

Concerning the noisy data, we form an approximation of the matrix $Y$ from the components $x_i(n), \ i = 0, 1, \ldots, M - 1$, of the observed signal vector $X_i(n)$.

\[
\hat{Y} = \begin{bmatrix}
x(0) & x(1) & \cdots & x(L-1) \\
x(1) & x(2) & \cdots & x(L) \\
& \ddots & \ddots & \ddots \\
& & x(M-L) & x(M-L+1) & \cdots & x(M-1)
\end{bmatrix}_{(M-L+1) \times (L)}
\]

(Singular value decomposition (SVD) is useful to reduce some of the noise effect. The matrix $\hat{Y}$ obtained by (24) can be written as

\[
\hat{Y} = U \sum V^H
\]

where $U$ and $V$ are unitary matrices with columns that are eigenvectors of $\hat{Y} \hat{Y}^H$ and $\hat{Y}^H \hat{Y}$, respectively, and $\sum$ is a diagonal matrix containing the singular values of $\hat{Y}$ in the decreasing order $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{\min}$. Generally, $\sum$ is not necessarily a square matrix. At this point, if the incident number of signals is unknown, the procedure suggested in [18] and described in Ref. [20] can be used to estimate $K$. This can be done by setting $K$ to the largest $i$ for which $10^{-r} \approx \sigma_i/\sigma_{\max}$, where $r$ is the significant number of decimal digits in the data vector $X_i(n)$.

After computing the SVD of the data matrix $\hat{Y}$, the matrix is divided into two subspaces, identified as signal subspace and noise subspace. The matrices $Y_a$ and $Y_b$ are constructed from the signal subspace matrix.

DOAs are then extracted from the eigenvalues $\gamma_i = \lambda_i$ as

\[
\theta_i = \sin^{-1} \left( \frac{\text{Im}[\ln(\gamma_i)]}{\gamma_i} \right)
\]

3.2. MP method in UCA beamspace

Phase mode excitation-based beam-forming is given in [21]. Some complementary comments were provided in [22]. Phase mode excitation-based beam-forming assigns a weight $w_i$ to the output of the array element $i$, where all weights have equal magnitude. The phase of the weight $w_i$ is assigned in a linear manner based on the angular position of the array element $i$ relative to the reference element. Spatial harmonics of this excitation pattern are also of interest, where the linear relationship between angular distance of the element and the assigned phase of $w_i$ is increased by an integer multiple $m$. The beam-formed response of the array, generated by using the weights assigned based on the spatial harmonic $m$, is known as the response of the array due to the excitation of phase mode $m$.

We define the beam-forming weight vector that excites the array with phase mode $m$ as follows:

\[
w_m = \frac{1}{M} \left( e^{-j 2\pi m/M} \cdots e^{-j 2\pi m(M-1)/M} \right)
\]

By applying the beam-forming weights to the manifold of the circular array, the spatial response pattern of the UCA after beam-forming based on excitation of phase mode $m$ can be approximated by (28).

\[
f_m(\phi) = w_m H_{m}(\theta, \phi) \approx j^{|m|} f_{|m|} \left( \frac{2\pi}{\lambda_0} r \sin(\theta) \right) e^{j m \phi}
\]

where $J_1(x)$ is the Bessel function of the first kind of order $i$. Notice that the maximum number of modes is given by

\[
D \approx \frac{2\pi}{\lambda_0} r
\]

Selection of an appropriate value for the maximum excited mode $D$ is discussed in detail in [21]. Collecting the weights for all

modes of interest $|m| \leq D$, we define the phase mode excitation beam-former as follows:

$$F_{\text{pm}}^H = CV^H$$  \hfill (30)

where

$$C = \text{diag}(j^{-M}, \ldots, j^{-1}, j^0, j^1, \ldots, j^M)$$  \hfill (31)

$$v^H = \sqrt{M}[w_D; \cdots; w_0; \ldots; w_D]$$  \hfill (32)

By applying the beam-former to the UCA manifold, we can deduce the UCA beamspace manifold as

$$\tilde{a}(\psi) = F_{\text{pm}}^H a_c(\theta, \psi) = CV^H a_c(\theta, \psi) = \sqrt{M} J_\zeta v(\theta, \psi)$$  \hfill (33)

where

$$J_\zeta = \text{diag}\left\{ J_{-D}, \left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right), \ldots, J_D, \left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right), \ldots. \right\}$$  \hfill (34)

$$v(\psi) = [e^{-jD\psi}, \ldots, e^{-j\psi}, e^{j0}, e^{j\psi}, \ldots, e^{jD\psi}]^T$$  \hfill (35)

The beamspace manifold $\tilde{a}(\psi)$ exhibits the Vandermonde form through the vector $v(\psi)$. The observed signal vector can be expressed in the beam space as

$$\tilde{y}(n) = \begin{bmatrix} \tilde{y}_{-D}(n) \\ \vdots \\ \tilde{y}_D(n) \end{bmatrix} = F_{\text{pm}}^H \tilde{y}_c(n) = \sum_{k=1}^{K} (\hat{a}(\theta_k, \phi_k) s_k(n)) + \tilde{N}(n)$$  \hfill (36)

For a single mode, the expression of the observed excitation can be expressed as

$$\tilde{y}_m(n) = \sum_{k=1}^{K} J_{|m|} \left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right) e^{j\psi k} s_k(n) + \tilde{N}_m(n)$$  \hfill (37)

for $-D \leq m \leq D$. Notice that the Bessel function term $J_{|m|}\left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right)$ is independent of $k$. By applying the normalization coefficient $\delta_m = \frac{1}{J_{|m|}\left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right)}$ to each element of the beamspace data vector, we get

$$\tilde{y}_m(n) = \delta_m \tilde{y}_m(n) = \sum_{k=1}^{K} \frac{s_k(n)e^{j\psi k}}{J_{|m|}\left(\frac{2\pi}{\lambda_0} r \sin(\theta)\right)} + \tilde{N}_m(n)$$  \hfill (38)

Notice that (38) has the same form as (11). Similarly, following the same analysis for ULA, we can construct the normalized beamspace data matrix $\tilde{Y}$ and the two submatrices $\tilde{Y}_a$, $\tilde{Y}_b$ as follows:

$$\tilde{Y} = \begin{bmatrix} \tilde{y}(-D) & \ldots & \tilde{y}(-D + (L - 1)) \\ \vdots & \ddots & \vdots \\ \tilde{y}(D - (L - 1)) & \ldots & \tilde{y}(D) \end{bmatrix} \quad (M' - L + 1) \times (L)$$  \hfill (39)

$$\tilde{Y}_a = \begin{bmatrix} \tilde{y}(-D) & \ldots & \tilde{y}(-D + (L - 1)) \\ \vdots & \ddots & \vdots \\ \tilde{y}(D - (L - 1)) & \ldots & \tilde{y}(D) \end{bmatrix} \quad (M' - L) \times (L)$$  \hfill (40)

$$\tilde{Y}_b = \begin{bmatrix} \tilde{y}(-D + 1) & \ldots & \tilde{y}(-D + (L - 1) + 1) \\ \vdots & \ddots & \vdots \\ \tilde{y}(D - (L - 1)) & \ldots & \tilde{y}(D) \end{bmatrix} \quad (M' - L) \times (L)$$  \hfill (41)

### Table I. Comparison of computation complexity

<table>
<thead>
<tr>
<th>Function</th>
<th>2D-EMP (URA)</th>
<th>2D-UMP (URA)</th>
<th>2D-MP (split array)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD</td>
<td>$\frac{47}{12}(EL)^3 + \frac{4}{3}EL^2KF$ mult.</td>
<td>$\frac{17}{12}(KL)^3 + \frac{1}{2}(KL)^2EF$ mult.</td>
<td>$\frac{47}{12}(M - L + 1)^3 + \frac{4}{3}(M - L + 1)^2L$ mult.</td>
</tr>
<tr>
<td>Example of computations given in Section 5</td>
<td>3 333 300</td>
<td>151 040</td>
<td>37 552</td>
</tr>
</tbody>
</table>

$E = M - K + 1$ and $F = N - L + 1$
where $M' = 2D + 1$. Thus we can write it in the form given by (42) and (43).

$$\bar{Y}_a = \bar{Z}_a X_0 \bar{Z}_a$$  \hspace{1cm} (42)$$

$$\bar{Y}_b = \bar{Z}_b X_0 \bar{Z}_b$$  \hspace{1cm} (43)$$

$$\bar{Z}_a = \begin{bmatrix}
\bar{z}_{1}^{-D+L'} & \cdots & \bar{z}_{K}^{-D+L'} \\
\bar{z}_{1}^{-D+L'+1} & \cdots & \bar{z}_{K}^{-D+L'+1} \\
\vdots & \ddots & \vdots \\
\bar{z}_{1}^{-L'} & \cdots & \bar{z}_{K}^{-L'} \\
\bar{z}_{1}^{-L'+1} & \cdots & \bar{z}_{K}^{-L'+1}
\end{bmatrix}$$ \hspace{1cm} (44)$$

$$\bar{Z}_b = \begin{bmatrix}
\bar{z}_{1}^{-L'} & \cdots & \bar{z}_{1}^{-L'+1} \\
\vdots & \ddots & \vdots \\
\bar{z}_{K}^{-L'} & \cdots & \bar{z}_{K}^{-L'+1}
\end{bmatrix}$$ \hspace{1cm} (45)$$

$$X_0 = diag(s_1, s_2, \ldots, s_K)$$ \hspace{1cm} (46)$$

$$Z_0 = diag(\bar{z}_1, \bar{z}_2, \ldots, \bar{z}_K)$$ \hspace{1cm} (47)$$

where $\bar{z}_{kk} = e^{j\phi_k}$ and $L' = \frac{L}{2}$

With (42) and (43), we can apply the MP algorithm as described in Section 3.1.

### 4. Computational Complexity

In the 2D-MP method, the most computational load is to estimate the signal subspace, which requires an SVD of a data matrix and pairing computation. If we consider a 2D-URA with $M$ and $N$ sensors along the $x$- and $y$-directions, then $K$ and $L$ are the pencil parameters. In the 2D-EMP method [13], the data matrix is complex of size $L(M - K + 1) \times K(N - L + 1)$. In the 2D-UMP method [12], the data matrix is transformed into a real matrix of size $KL \times 2(M - K + 1)(N - L + 1)$. Note that one complex multiplication requires four real multiplications, therefore 2D-UMP requires 4 times less computations as compared to the 2D-MP method. Computing the SVD of 2D-UMP requires $4L(KL)^3 + 2(KL)^3(M - K + 1)(N - L + 1)$ multiplications [12–23]. For 2D-EMP, it needs $4L((M - K + 1)L)^3 + 4((M - K + 1)L)^2K(N - L + 1)$ multiplications. However, in the split array configuration, our data matrix is complex of size $(M - L - 1) \times L$ for VULA and $(M' - L + 1) \times L$ for UCA. So computing the SVD of 2D-MP split array requires $4L((M - L + 1)^3 + (M' - L + 1)^3) + 4((M - L + 1)^2L + (M' - L + 1)^2)K(N - L + 1)$ multiplications [23].

The correct pairing used in [13] reduces the complexity of the computation compared to the one used in [12], which uses more operations like Kronecker product and additions. Unlike in [12,13], 2D-MP with a split array does not need a pairing algorithm that reduces the computational burden faced in 2D-UMP and 2D-EMP methods. Table I summarizes the SVD computation of the two methods compared to our approach.

### 5. Simulation Results

The MP method’s performance using a split array is given in this section. The noise is assumed to be zero-mean white Gaussian noise of variance $\sigma$, and the complex amplitudes of signals are equal to 1. Assume three signals impinging on the split array having the following directions: $(10^\circ, 50^\circ)$, $(25^\circ, 70^\circ)$, and $(40^\circ, 120^\circ)$. For the linear array, the distance between the antenna elements is $\frac{\lambda}{2}$, the pencil parameter is chosen to be $L = 5$, and

![Fig. 3. Histogram of the azimuth angles (50°, 70°, 120°). (a, b) Accuracy of MP, for 50° (for SNR = 5 and 10 dB, respectively), (c, d) Accuracy of MP, for 70° (for SNR = 5 and 10 dB, respectively) and (e, f) Accuracy of MP, for 120° (for SNR = 5 and 10 dB, respectively)](image-url)
the number of data snapshots is 800. For the circular array, the UCA radius, the maximum mode, the total number of modes, and the pencil parameter are chosen to be, respectively, $0.949\lambda$, 6, 13, and 6. For this array only one snapshot is used. First we consider 14 antenna elements for each array. Figure 2 shows the histogram plots for the elevation angles, and Fig. 3 shows the histogram plots for each azimuth angles. Notice that in each case, the applied method gives close elevation and azimuth DOA estimation. The clear peaks appear around $(10^\circ, 25^\circ, 40^\circ)$ for elevation angles and $(50^\circ, 70^\circ, 120^\circ)$ for azimuth angles. Notice that we determine the azimuth angles separately for each identified elevation angle and apply the parallel processing to reduce the time of calculations. The histogram plot is given for 800 trials.

Figures 4 and 5 show the sample variance of the elevation angle estimations versus the signal-to-noise ratio (SNR) and the sample variance of the azimuth angle estimations versus the SNR.

Fig. 4. Variance of MP for the elevation angles $(10^\circ, 25^\circ, 40^\circ)$ versus SNR: (a)–(c) for $M = 14$, $L = 6$; (d)–(f) for $M = 8$, $L = 3$

Fig. 5. Variance of MP for the azimuth angles $(50^\circ, 70^\circ, 120^\circ)$ versus SNR: (a)–(c) for $M = 14$, $L = 6$; (d)–(f) for $M = 8$, $L = 3$
respectively. We note that 2D-MP with this array gives better performance when the number of sensors increases. Notice that under poor conditions (low SNR), the array provides good result. The Cramer–Rao lower bound (CRB) is also calculated and shown in Figs. 4 and 5.

Considering the scenario of two coherent sources with the same elevation angle coming from (40°, 80°) and (40°, 120°), the attenuation coefficient is \(0.9 \exp(j\pi/4)\). For the linear array, the pencil parameter is chosen to be \(L = 5\) and the number of data snapshots is 100. The histogram plots for each elevation and azimuth angle are shown in Fig. 6. We notice that there is a single peak for the elevation angles and there are two peaks for the azimuth angles.

Figure 7 presents the sample variance of the azimuth angle estimations versus the SNR. The CRB is also calculated and shown in Fig. 7. We observe that the MP method has less resolution in presence of coherent sources than for uncorrelated sources.

6. Conclusion

In this study, the MP 2D-DOA method was used with a split array. This array was composed of two perpendicular arrays: the vertical linear array and the circular array in the horizontal plane.

The first was used to determine the elevation DOA component, and afterward the second allowed us to calculate the azimuth angles separately. This represents a configuration that does not require any matching pair for the 2D-DOA estimation problems. The obtained results show clearly that the technique can detect co-elevation coherent sources that have different azimuth angles. The proposed model gives good performance at low SNR and for close sources. Also, the MP method retains the ability to detect coherent signals. The MP method in UCA beamspace can estimate the azimuth angles using only one snapshot. Hence, the computational complexity can be further reduced, which allows real-time implementation on a digital signal processor.
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