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Abstract: MIMO systems constitute a backbone of the fourth and fifth generations of wireless 
communication systems. The purpose of this paper is to introduce the involvement of conformal 
antenna arrays into MIMO systems. The Search Group Algorithm (SGA) is then used to further 
enhance the capacity of MIMO system employing conformal antenna arrays at both ends 
(Transmitter; Tx and Receiver; Rx).  The results reveal that compared to the linear and 2D cases, 
conformal antenna arrays promise higher capacity values which motivates their employment in 
future MIMO communication systems. 
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1. INTRODUCTION 

MIMO techniques constitute an area of 
interest in nowadays wireless 
communication. The employment of multiple 
antennas leads in a significant improvement 
in capacity without any additional allocated 
power or bandwidth [1]. MIMO systems 
exploit the multipath structure of the 
propagation channel. However, correlations 
among channel coefficients are influenced by 
the antenna properties. As the antennas are 
collocated in a MIMO array, mutual coupling 
effects may occur [2]. All these effects should 
be considered when designing an antenna 
array for MIMO systems.  
Many MIMO antenna design optimization 
studies have been reported in literature. 
Capacity formulas are given in [3] and [4] for 
mutual coupling and spatial correlation 
effects with a Rayleigh fading channel being 
assumed. In addition, the geometries 
considered constitute namely uniform linear 
arrays with spacing between the elements 
being optimized. In [5] and [6], the issues of 
how can designers appropriately select the 
number of antennas at the asymmetric base 
station and mobile units have been 
addressed. In [7], optimizing the MIMO 
system capacity with unequal costs of 
implementing antennas at both channel ends 
has been dealt with. However; in this work, 
the cost function is expressed using 
approximated asymptotic expression for the 
ergodic capacity calculations.  

From geometry selection point of view, 
Uniform Linear Array (ULA) is the most 
common geometry in modern wireless 
systems. The Uniform Circular array (UCA) is 
as an alternative geometry with some 
enhanced properties. The results in [8-10] 
show that the spatial correlation decreases 
for UCA compared to ULA on average for 
small and moderate Angular Spread (AS) for 
similar aperture sizes. On the other hand, 
ULA has less spatial correlation than UCA for 
near broadside angle-of-arrivals with 
moderate AS. Recioui and Bentarzi [11] 
challenged capacity maximization through 
optimizing the spacings between the 
elements of a linear array taking into account 
mutual coupling and spatial correlation 
simultaneously. A channel model was 
proposed to account for both mutual coupling 
and spatial correlation and has been 
validated through comparing it with its 
independent counterparts. The results reveal 
an enhancement in system capacity relative 
to the approaches reported in literature which 
can be advantageous in modern wireless 
communication systems. The geometry 
considered in that work was a linear array of 
half wave dipoles arranged in a side-by-side 
configuration at both transmitter and receiver. 
Thus far, methods based on the genetic 
algorithm, ant colony optimization, particle 
swarm optimization, Tabu search, bees' 
algorithm, differential evolution, and Clonal 
selection have become more popular, and 
they have been used in solving antenna array 



ALGERIAN  JOURNAL OF SIGNALS AND SYSTEMS (AJSS)

 

Vol. 5, Issue 4, December-2020| ISSN: 2543-3792- EISSN: 2676-1548 210
 

)][det(log 2
H

t
N HH

N
SNRICap

r

pattern synthesis problems. The 
performances of these methods are found to 
be better than those of the classical 
optimization techniques and the conventional 
analytical techniques. Each of these methods 
has its specific advantages and 
disadvantages. Evolutionary optimization 
techniques that are effective in solving 
multimodal function optimization problems 
have also been applied in antenna design. 
In this work, the capacity of MIMO system is 
attempted to be maximized using a Search 
Group optimization algorithm. The extension 
of the employment of linear arrays at both 
MIMO system ends to the conformal array 
deployment is considered. The idea is to 
consider considering mutual coupling for the 
independent and identically distributed (i.i.d.) 
flat Rayleigh fading channel model, assuming 
uniform transmit power allocation schemes. 
To find the maximum capacity achievable for 
MIMO system, an optimization process is 
carried out to find the optimal physical 
spacings that produce this desired capacity. 

2. PROBLEM FORMULATION 

The capacity of a MIMO channel system is 
given as the maximum data transfer rate for a 
given acceptable level of received signal and 
is given in bps/Hz (bits per second per hertz). 
In its general form, the capacity of a MIMO 
channel having Nt transmitting antennas and 
Nr receiving antennas assuming equal signal 
power is given as [13]: 

    
(1) 

 
Where 

rNI is an rr NN  identity matrix, 

SNR is the average received signal to noise 
ratio in dB, H  is the channel transfer matrix 
and the H on the exponent is the complex 
conjugate transpose. 
Since the channel matrix is random, the 
capacity of the MIMO channel is a random 
variable. The capacity of fading channels can 
be defined in a number of ways. In practice, 
mean capacity and outage capacity are the 
two most commonly used statistical 
measures. The mean capacity of a MIMO 
channel is the ensemble average of the 
information rate over the all realizations of 
the channel matrix [13]. The meaning of the 
mean capacity is that in an ergodic channel, 
we can transmit the signal at the rate given 
by mean capacity without errors. This 
representation has been adopted in the 
present work. 

To take into account the mutual coupling 
effect, the channel transfer matrix is written 
as [14-15]: 

   TRMC GCCH                (2) 

Where G is again an tr NN  matrix with 
entries identically distributed (i.i.d) complex 
Gaussian zero-mean unit variance elements. 

RC  and TC are the coupling matrices at the 
receiver and transmitter, respectively. These 
matrices are computed as: 

1))(( NTTA IZZZZC   (3) 

Where AZ is the self impedance of the 

element in isolation ( AZ =73+42.5j for a 
2

dipole; being the wavelength). TZ is the 
impedance of the receiver at each antenna 
element chosen to be the complex conjugate 
of AZ  to obtain an impedance match for 

maximum power transfer. NI  is the identity 

matrix and Z is an NN mutual impedance 
matrix. 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 1 Different configurations for linear array of 

dipoles used at either Tx or Rx with their physical 
parameters (shown here are two elements) 

(a) Side-by-side configuration 
(b) Collinear configuration 

(c) Parrallel-in-echelon configuration 
 
The channel matrix needs to be properly 
normalized [15]. There exist two 
normalizations:   
The first normalization is performed on the 
each realization of the end-to-end channel 
gain as well as mutual coupling matrix MCH , 
such that [15] 

TRFMC NNH 2                   (4)  

Where 2. F is the Frobenius norm. The 
limitation of this normalization is that the 
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differences in the channel gain due to 
antennas are removed. However this type of 
normalization permits the investigation of the 
correlation between the channel matrix 
entries and gives good indication of the 
richness of the multipath environment [14-
15]. 
The second normalization is summarized by 
the equation: 

TRF NNG 2                          (5) 

This normalization is also performed on each 
realization of the channel matrix, but includes 
the propagation channel only. This 
normalization permits investigation of the 
effects of instantaneous changes of the 
received power due to mutual coupling. In 
this work, since the geometrical dimensions 
of the various array geometries constitute the 
main concern; the first normalization has 
been used. 
A conformal array is an array that conforms 
to some geometry. It may be regarded as a 
combination of individual linear arrays. In this 
work, two geometries are considered: the 
cylindrical and the conical shapes. The 
mutual impedance matrices presented earlier 
for the different linear array configurations 
can be extended to the conformal arrays. The 
elements of the conformal array exhibit the 
three configurations at the same time. An 
element may be in side-by-side configuration 
with the adjacent element, in collinear 
configuration with the element below and in 
parallel-in-echelon with the diagonal element. 
Each element exhibits mutual coupling with 
all the other elements in the 3D array. This 
turns out to produce a mutual impedance 
matrix with size equal to 27×27 in this case. 
In general, an array with row elements N and 
column elements M results in a coupling 
matrix of size MN×MN. The entries of the 
impedance matrix are computed based on 
the equations previously presented 
depending on the relative configurations of 
the elements. The general representation of 
the impedance matrix is given as: 

333231

232221

131211

ZZZ
ZZZ
ZZZ

Z                (6) 

Where the entries given above should be 
regarded as 3×3 block matrices. The matrix 
is symmetrical about its diagonal block 
elements. The diagonal block elements 
represent the mutual impedance matrices 
within the horizontal arrays. As an example, 

12Z  is the 3×3 impedance matrix due to the 
array 1 and array 2. The diagonal elements 
of this matrix represent the mutual 
impedance due to the elements in array 2 
with those just above them. These are in 
collinear configuration.  The other entries are 
computed using the parallel-in-echelon 
configuration. Finally, the other blocks are 
just constructed by symmetry.     
Once the impedance matrix is computed, the 
coupling matrix is found using (3) and hence 
the system capacity is obtained using (1) and 
(2).   

3. SEARCH GROUP ALGORITHM 
(SGA) 

Search group algorithm (SGA) is a relatively 
new population-based optimization technique 
derived by Howlader et al. in 2015[20]. The 
basic idea of SGA is to hold a natural 
balance between exploration & exploitation 
while discovering the global optimum 
solution. At first iteration, SGA tries to explore 
the most promising search space within the 
defined search boundary, and then SGA 
refines the generated solutions as iterations 
processed. The operation of SGA can be 
explained by dividing its operations into five 
steps, such as initialization, selection of 
search group, mutation, creation of family in 
each search group, & selection of new 
search group [20]. 
A. Initialization 

Like other evolutionary algorithms (EAs), 
SGA initializes the population randomly 
within the defined search area. To generate 
initial population [20]. 

 max
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where pn  is population size; dim  indicates 
the dimension of control parameters; 

max&nmi
j jx x  are minimum & maximum values 

of jth control variable; ijP  is population of jth 
control variable in ith iteration. 

B. Selection Of Search Group 

After initialization, the fitness value of 
individual generation has been calculated & 
best solutions among them are marked as 
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elite solutions. Based on the solutions, a 
search group ‘S’ is constituted by following a 
standard tournament process [20]. 

C. Mutation 

To improve the global search ability, mutation 
phase is performed by using (7) [20]: 

:, :,
mut
j j jx E S t S   (7) 

where mut
jx  indicates jth design variable of a 

given mutated individual; &E  are mean & 
standard deviation, respectively;  indicates 
the mutation variable; t  controls how far a 
mutated individual is generated from the 
mean value of the population; :, jS  is jth 
column of search group matrix. 

D. Generation of Families in Each Search 
Group 

The families are set including members of 
search group & the individual generated. 
Each members of the generated search 
family is perturbed by using (8) [20]. 

j i
new

jx S     (8) 
where  is control size of perturbation. It 
helps SGA to control the exploration phase. 
The value of  is updated by using (9)[20]. 

 1l lb   (9) 

where b  is parameter of SGA; l  it controls 
the distance that a new individual is 
generated from its search group member. 
 
E. Selection of New Search Group 

SGA is comprised of both global & local 
phases. In the first iteration of maxiter , SGA 
explore most of the promising search space 
so as to form a search group including 
members of the individual family. When the 
current iteration is larger than maxiter , SGA 
forms a search group with best solutions for 
all families. The latter phase is called ‘local 
phase’ because in this phase SGA exploits 
the area of the current optimization space. 
SGA is different from the other algorithms in 
what follows. 

 The optimization strategy is based on 
the computation of mean and 
standard deviation of the position of 
current search group members in a 
given iteration. 

 The SGA involves local & global 
phases to update the members in a 
search group. 

The proposed SGA requires prior initialization 
of some algorithm specific control 
parameters, these are: l  (controls both 
exploration and exploitation phases) 

0.75, 2.25 ; b defines the manner that l  
decreases during the course of a generation; 

mutn (number of mutations at each iteration): 

3%  of the population; gn (number of search 
group members): 20%  of the population. The 
general flowchart of SGA is shown in Fig. 2. 
For more details on SGA, readers are 
referred to [20]. 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Fig. 2 Flowchart of SGA 
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4. RESULTS AND DISCUSSIONS 

The work deals with MIMO systems of 
different sizes with conformal antenna arrays 
at Tx and Rx. Cylyndrical and conical array 
geometries are considered. The average 
SNR is taken to be 20 dB for all cases. 
Regarding array inter-element spacing 
intervals, the horizontal spacing (d) spacing 
and the vertical spacing (h) are constrained 
to range from 0.25 to 2 wavelengths. The 
linear arrays are optimized based on the 
same philosophy as the work in [19].   The 
results obtained with rectangular array 
antennas are compared to the values 
optimized when optimizing linear arrays in 
side-by-side configuration, uniform 
rectangular arrays with half wavelength 
spacing horizontally and vertically. Table 1 
below presents the obtained capacity values.  
 
Table 1 Summary of the obtained results and the 

cases treated 

 

A general remark about the results in Table 1 
is that the capacities obtained using the 
Search Group optimization technique are 
better than the state of art ones when using 
uniform linear arrays.  
Many examples have been treated to assess 
whether the employment of conformal arrays 
at both MIMO ends would enhance the 
system capacity. In the first example, 18-
element cylindrical arrays are employed at 
both Tx and Rx. The results reveal an 
enhancement in capacity relative to both 
uniform an nonuniform linear arrays. Indeed, 
the employment of conformal arrays has led 
to a capacity increase of about 7.2% relative 
to the uniform linear array with one 
dimension larger. 
In the second example, an 18-element 
cylindrical array has been used at the 
transmitter with a 24-element conical one at 
the receiver. The results show better capacity 
compared to the employment of 3-element 
linear arrays at both ends. The capacity 
increase is found to be 8.7% relative to the 

uniform array. A better enhancement would 
have been attained if just 2 element arrays 
have been employed. 
As a third example, the opposite scenario to 
example 2 is treated. This case produced a 
better capacity enhancement of 10% 
compared to the employment of 3-
dimensional uniform linear arrays. 
In the last example, two 24-element conical 
arrays are employed at both ends. This 
produces a capacity value that is 7% more 
than when using a 4-dimensional uniform 
linear array and 45.85% relative to using 3-
element uniform linear arrays.  
It is to be noted that in the linear array case, 
only the horizontal dimension is given as the 
only geometry considered is the side-by-side 
configuration. As a further measure of 
practicability, the spaces occupied by the 
arrays are also provided. This spacing is 
given in wavelengths for the linear arrays and 
in squared wavelengths for the rectangular 
arrays.  

5. CONCLUSION 

The problem of optimizing the capacity of 
wireless communication systems employing 
conformal antenna arrays at both ends of the 
communication channel has been addressed. 
The purpose was to find the best interspacing 
dimensions that lead to maximum MIMO 
system capacity. The results have shown 
promising enhancement in capacity as 
compared to the conventional uniform 
antenna arrays. Particularly, the employment 
of conformal antenna arrays at both 
transmitter and receiver is recommended as 
higher capacity values are obtained. 
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