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Abstract— In this paper, we propose a modified architecture of a 

Pi-Sigma Neural Network (PSNN) based on two modifications: 

extension of the activation function and adding delays to neurons 

in the hidden layer. These new networks are called respectively 

Activation Function Extended Pi-Sigma (AFEPS) and Delayed 

Pi-Sigma (DPS) are obtained first by adding an activation 

function to all hidden neurons and secondly by modifying the 

PSNN so its hidden layer outputs are fed to temporal adjustable 

units that permit to this new network to be capable to identify 

nonlinear systems. Architecture and dynamic equations of these 

networks are given in details with their training algorithm. To 

ensure the effectiveness of our proposed networks, examples of 

nonlinear system identification are provided. The obtained 

results show the capacity of HONNs for the nonlinear systems 

identification. In particular, the proposed neural architectures 

(AFEPS and DPS) provide better results due to the modifications 

made on them. 

 
Keywords: Pi-Sigma Neural Network, Extended Activation 

Function Pi-Sigma, Delayed Pi-Sigma, temporal adjustable units , 
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I. INTRODUCTION 

 
A class of Artificial Neural Networks (ANN) called High 

Order Neural Networks (HONNs) appears around 1990 to 

overcome limitation of traditional topologies of ANN like the 

Multi Layer Perceptron [1]. The majority of neural networks 

can be classified as linear networks due to the linearity input 

neurons combination, in HONNs, higher-order combinations 

of neurons give a superior dynamic to the network and 

perform nonlinear mapping efficiently owed of the inputs 

nonlinearly [2]. 
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HONNs have been the focus of significant researches and 

have generally the advantage to have superior generalization, 

but they are more expensive in terms of computations and 

their training are sometimes more complicit [3].  
HONNs are used in several applications like: prediction of 

non-linear time-series [4], pattern recognition [5], financial  
time series prediction and misclassification cost for different 

financial distress prediction models [6, 7], a nonlinear 

classification based on Chemical Reaction Optimization 

HONN [8].  
Among most popular HONNs we interest to the Pi-Sigma 

Neural Network. This network is an idea developed by Shin 

and Ghosh in 1992. Rather, adding the input’s sum of product 

like in other networks, PSNN utilizes as output the product of 

processing units in the hidden layer which are obtained by a 

linear summation. Compared to other types of HONNs, PSNN 

do not require a very important number of weights, but a 

fewer is sufficient [9].  
Many works have been proposed to achieve performances 

of the PSNN: authors in [10] have proposed a recurrent Pi– 

Sigma neural network used as a predictor structure in 

Differential Pulse Code Modulation systems. A sigma-pi 

network trained with an online learning algorithm have been 

presented in [11] for solving the frame of reference 

transformation problem. A chemical reaction optimization 

based Pi–Sigma neural network was proposed in [12] by 

keeping the population size fixed for solving parity problems.  
In this paper, we suggest two different architectures of the 

PSNN based on two modifications. Firstly, we propose to 

extend the activation function to all hidden neurons, and 

secondly by modifying the PSNN so its hidden layer outputs 

are fed to temporal adjustable units that permit to this new 
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network to be capable to identify nonlinear systems. These 

new networks are called respectively Activation Function 

Extended Pi-Sigma (AFEPS) and Delayed Pi-Sigma (DPS). 

To show the effectiveness of our networks some examples 

based on the identification of dynamical systems are provided.  
The remaining part of the paper is structured as follows: 

section 2 illustrates architecture and equations of the PSNN. 

Section 3 describes the new modifications of the PSNN. 

Nonlinear systems identification examples are presented in 

section 4 and finally section 5 concludes the work. 
 

II. PI-SIGMA NEURAL NETWORK 

 

The architecture of the PSNN is composed of three layers, 

an input, single hidden and output layer. The input layer is 

formed by external inputs which are weighted and their 

summation is sent to the single hidden layer. Then outputs of 

this layer are multiplied and passed to the output layer by a 

nonlinear function (see Fig. 1).  
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Figure 1.  Pi-Sigma Neural Network architecture 

 

Only weights which are connected between the input and 

hidden layers are adjusted, while those linked the hidden 

neurons to the output layer are fixed to one and they are not 

modified.  
We use the following notations relative to our work: 

xj(k) : the j
th

 input of the network at time k. 

si(k) : the i
th

 input in the hidden layer at time k. 

vi(k) : the i
th

 delayed unit output associated to the i
th

 
hidden neuron at time k. 

hi(k) : the i
th

 output in the hidden layer at time k.  
wij(k) : the weight of the connection from j

th
 input to i

th
 

hidden neuron at time k. 

bi(k) : the i
th

 bias in the hidden layer at time k. 

f : the activation function of hidden neurons. 

N: the hidden neurons number. 

y(k) : the output of the network at time k.  
(1 ≤ i ≤ N)  

Let us consider a Pi-Sigma network with m external inputs, 

equations of the Pi-Sigma are given by:  

 

 

 

Let consider the following criterion to be minimized: �  
 

 
When yd(k) is the desired output and T is the length 

of the training sequence. 

Equations for updating the weights are given below: �  

 

 
When μ is the step-size.   

The learning algorithm to train the Pi-Sigma 

can be obtained by the chain rule:  

 
 

 
 

After derivation, we obtain:  

 

 
 

III. THE PROPOSED MODIFICATIONS IN THE PSNN 
 
 
A. First Modification: Activation Function Extension 
 

Like in the Multi Layer Perceptron we propose for the 

first modification on the Pi-Sigma architecture to apply 

the activation function for all hidden neurons and the 

network output does not have an activation function (see 

Fig. 2). We can name this first network by Activation 

Function Extension Pi-Sigma (AFEPS). According to this 

transformation equations of the AFEPS are given by:  
 

 

 

 
 

The learning algorithm to train the AFEPS can be 

obtained by the chain rule: 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
B. Second Modification: Adding Delayed Units to Hidden 
 

Neurons 

As in [13], we add for each hidden neuron a delayed unit 

with a corresponding weight i(k) between hidden neuron and 

its unit and (1- αi(k)) between the input unit and his output. 

The network output is computed by the summation of both 

outputs hidden neuron product and output unit delay product 

(see Fig. 3). We call this new architecture the Delayed Pi-

Sigma. 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 
 

 

 
 

 
 

 

 

 

 

The same equations (11) and (12) are used here, we add a 

new equation given by: 
 
 

 
And the output of the network is computed with this next 

equation: 

 
Updating weights wij(k) and bi(k) is done by these 

equations [14]: 
 

 
And after derivation, we obtain:  

 
IV. SIMULATIONS AND RESULTS 

 
To demonstrate the efficiency of our network architectures, 

we have tested them on two nonlinear dynamic systems by 

using the identification scheme illustrated in Fig. 3. 
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Figure 4.  Serie-parallel identification scheme with HONN 

 

For all simulations, we have taken five neurons in the 

hidden layer, the activation function used is the sigmoid 

bipolar and the value of the step-size is equal to 0.1(μ =0.1)  
System 1: the first example of nonlinear system 

identification is defined by:  

 
The phase training of the HONN is made during 1000 

epochs. During this period the system input u(k) is taking 

randomly in the interval [-1, 1]; then for 500 epochs the 

network is tested with the following input:  
 

 
 

Figures (5), (6) and (7) illustrate the plant output with 

respectively the three HONNs: PSNN, AFEPS and the DPS. 
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Figure 2.  Activation Function Extension Pi-Sigma architecture 
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Figure 3.  Delayed Pi-Sigma architecture 
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System 2: the second dynamic system to be identified is 

given by the following set of equations: 

 
 

 
 

  
 

 
 

As for the first example, we take here 2000 epochs for the 

learning step and 1000 epochs when the network is tested with 

the following input: 

 

  
 

Figures (8), (9) and (10) show the obtained results for the 

second example with the three HONNs. 
 

Figure 5.   Outputs of the system 1 and the PSNN  
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Figure 6.   Outputs of the system 1 and the AFEPS  
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Figure 7.   Outputs of the system 1 and the DPS  
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Figure 9.   Outputs of the system 2 and the AFEPS  
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Figure 8.   Outputs of the system 2 and the PSNN  
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Figure 10.   Outputs of the system 2 and the DPS  

 



 
In summary, we can resume our results in the following table by 

using the Mean Squared Error (MSE) of the different errors 

between the system output and HONN output: 

 
 

 TABLE I. MSE FOR THE TWO EXAMPLES 
  

PSNN 

 

AFEPS 

 

DPS 

 

     
        

 SYSTEM 1 0.0133  0.0079  0.0066  
        

 SYSTEM 2 0.0096  0.0049  0.0018  
        

 
From the results showed in the different figures and the 

MSE values, we can see that all HONNs are capable to 

identify the nonlinear systems. Especially for the proposed 

ones (AFEPS and DPS) the identification process provides 

better results compared to the initial PSNN.  
The advantage of adding activation function for each 

neuron in the hidden layer makes the dynamic of the neuron 

near of the behavior of a real biological neuron. Also, it gives 

for the network to have the non linearity ability for the task to 

doing. 

The presence of the delayed unit for each hidden neuron 

allows to the network to achieve more dynamic and hence to 

be able to approximate any non linear system. 

 

V. CONCLUSION 
 

In this article we have discussed on two novel architectures 
of HONNs inspired from the PSNN with some modifications. 
The first modification is about the extension of the activation 
function to all hidden neurons instead to place it in the output 
layer. The idea of the second modification is to add for each 
hidden neuron a delayed unit with a corresponding weight 
between hidden neuron and its unit and between the input unit 
and his output. The obtained results show that these new 
networks are suitable for nonlinear system identification. 
 

We hope that this work will be extended to other types of 

HONNs, and applied to nonlinear system control. 
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