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Abstract
Cloud Computing is a paradigm allowing access to physical and application 
resources online via the Internet. These resources are virtualized using virtualiza-
tion software to make them available to users as a service. Virtual machines (VMs) 
migration technique provided by virtualization technology impacts the perfor-
mance of the cloud. It is a significant concern in this environment. When allocat-
ing resources, the distribution of VMs is unbalanced, and their movement from one 
server to another can increase energy consumption and network overhead, neces-
sitating an improvement in VM migrations. This paper addresses the VMs migra-
tion issue by applying a machine learning model to reduce the VMs migration num-
ber and energy consumption. The proposed algorithm (named VMLM) is based on 
improving VM’s migration process and selection. It has been benchmarked with 
JVCMMD and EVSP solutions. The simulation results demonstrate the efficiency of 
our proposal, which includes two phases the machine learning preparing stage and 
the VMs migration stage.
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1 Introduction

One of the essential contemporary advances in information technology is the 
emergence of the cloud computing paradigm. A cloud is a collection of hardware 
and software connected over a network. It has been widely adopted by people, 
businesses, and large companies. The main idea behind cloud computing is scal-
ability, and virtualization is the critical technology that makes this possible [1]. 
In its broadest sense, virtualization creates a virtual platform of server operat-
ing systems and storage devices within a single physical computer. This allows 
multiple virtual machines to be provisioned simultaneously. So, virtual machines 
can share one physical machine. In other words, the virtualization tool simulates 
hardware resources to create a fully functional virtual machine capable of install-
ing an operating system and associated applications just as one would on a physi-
cal machine (PM) [2].

Virtualization technology has changed how data centers are configured and 
operated by providing new mechanisms for better sharing and controlling data 
center resources. Specifically, virtual machine migration is an effective manage-
ment strategy that affects data center performance. It gives the ability to adjust 
the state of virtual machines according to the required performance while allocat-
ing resources, enhance resource usage, adapt to internal failures, reduce power 
consumption, and improve task scheduling [3]. For example, when a VM crashes 
due to a bug, the whole system does not crash, allowing the developer to debug 
the problem. Hence, it helps troubleshoot the issues. In addition, this technique 
can be done when a physical machine needs to be updated or shut down for main-
tenance [4].

The VMs migration technique transfers a VM from one physical host to 
another while the VM is still running. It is specially applied in current data enters 
to make computing dynamic, flexible, platform-independent, and efficient use and 
sharing of resources. Also, VM migration within/across data centers happens for 
power management, load balancing, availability, and reduction of the SLA vio-
lation rate [5, 6]. To do so, the VM migration process requires transferring the 
CPU, memory, network, and disk state. The change in disk state can be avoided 
by sharing the storage among the hosts participating in the migration process. 
Then, the VM is suspended on the source machine and resumed on the target 
machine [4]. The VMs CPU states are also copied, ensuring that the machine is 
the same in operation and specifications once it resumes at its destination. On the 
other hand, the VM selection process involves choosing the appropriate VM for 
migration using specific criteria. It allows for discovering the most appropriate 
available PM for the selected VMs. Therefore, it is an integral part of VM migra-
tion. By the selection rules, we could balance the overloaded physical servers and 
manage the number of migrations. At the same time, it can lead to the minimiza-
tion of energy consumption and network overhead [3].

In recent years, the development of machine learning (ML) has made new 
improvements in applying data-driven methods in computer science. It simu-
lates human learning activities, studies ways to self-improve computers to obtain 
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further knowledge and skills, identifies existing knowledge, and continuously 
improves performance and achievement. The success of ML in making significant 
improvements over some current technologies, for example, in the field of image 
recognition, encourages us to use it to migrate virtual machines. Machine learn-
ing can be divided into supervised, unsupervised, semi-supervised, and reinforce-
ment learning [7]. Supervised machine learning employs labelled datasets to train 
algorithms and predict future decisions. Its goal is to build a concise model of the 
distribution of class labels in terms of predictor features [8].

Indeed, before creating an ML model, the data should be processed. Data processing 
is the problem of processing an item based on the quantitative information of the vari-
ous features that describe the item. So, first, an item is defined in terms of various prop-
erties, and then, data about a set of items of known classes are obtained from multiple 
sources. The unknown item type is determined using a classifier created with this set of 
items with known classes. In other words, building any machine learning model should 
provide it with raw data for training. Then, a classifier is used to assign class labels to 
test instances where the values of the predictive features are known, but the value of the 
class label is unknown [8].

Generally, existing VM migration optimization techniques fall under three cat-
egories, compression, deduplication, and checkpoint [9]. Also, there are different 
approaches to VM migration, such as pre-copy and post-copy [9, 10]. However, in 
this field, current solutions have a complex implementation and focus on optimizing 
VM selection rules or the VM migration process without achieving an optimal solu-
tion. Also, they did not attempt to apply machine learning to virtual machine migra-
tion. On the other hand, the increasing use of cloud computing resources makes avail-
able recorded data about resource allocation. The latter is the primary factor in building 
machine learning models. Knowing that, machine learning-based algorithms are essen-
tial because they provide insight into system behavior trends and support the develop-
ment of new solutions. This motivates us to think of a solution based on a learning 
model to solve the problem facing the cloud environment. Specifically, this paper has 
the following contribution:

• Propose a solution-based machine learning model to improve virtual machine 
migration performance in cloud computing. This proposal explicitly aims to 
enhance virtual machine migration in terms of processes and selection to reduce the 
number of virtual machine migrations and energy consumption.

The rest of the paper is organized as follows: Section 2 presents related works. Sec-
tion 3 gives a mathematical equation for the problem under study. Section 4 explains 
our proposed solution. Section 5 evaluates its efficacy through simulation experiments. 
Finally, Sect. 6 concludes the paper.
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2  Literature review

Dynamic resource allocation in cloud computing has been studied from differ-
ent perspectives [11, 12]. One of the important research trends in this area is 
the issue of virtual machine migration. It is covered in the literature in various 
aspects (Table  1). Pal et  al. [13] introduced the idea of probabilistic resource 
cross-cloud live mitigation for efficient use of unoccupied memory and proces-
sor. The method proposed in [14] is used to manage VMs in clusters according to 
the value of their memory and CPU parameters. Then, it processes the collocated 
virtual machines that share some of their memory pages and are placed on the 
same physical machine as a group. Then, the migration decision is made based on 
assessing the whole system. Mandal et  al. [15] proposed a new power-sensitive 
VM selection policy (EVSP) that achieves high energy savings without incurring 
service level agreement (SLA) violation. Migrated VMs are selected based on 
current VM usage and resource allocation. In [16], the authors implemented the 
IOFollow scheme to improve the performance of VM live migration. This work 
has a significant impact on shared disk bandwidth and system resources.

Other authors have discussed dynamic VM migrations to solve the time-sen-
sitive network problem in cloud computing. The proposed approach is divided 
into two phases: offline and online scheduling phase [17]. The offline phase is 
based on a search graph using a tree at a minimum distance to increase reusable 
rescheduling results. In contrast, the online phase aims to accelerate the resched-
uling process according to a heuristic scheduling approach to reuse the results 
of the offline phase. Tyj et  al. [18] improved live migration processes for vir-
tual machines by detecting and removing the zero, similar and redundant memory 
copies. This mechanism aims to adapt data deduplication to decrease the virtual 
machine disk image file size, thereby reducing migration time and downtime. 
However, its impact on cloud computing services has not been studied, and the 
criteria for selecting virtual machine migration have not been considered. In 
[19], researchers addressed the performance degradation and service interrup-
tion of migrated VMs and VMs consolidation issues. They focused on improv-
ing the migration cost caused by VM migration and the remaining runtime of 
the migrated VM. The study of its impact on energy consumption has shown an 
accepted decrease.

Cloud VM migration feature is used by Mekala et  al. [20] to process data 
streams for storage generated due to IoT requests. Virtual machines are placed 
based on overloaded and underloaded hosts and virtual machine types. This is 
achieved by expecting CPU usage rate and power consumption. Similarly, in [21, 
22], they used the virtual machine migration technique to reduce power consump-
tion. In [21], the Markov chain makes it possible to predict the threshold value to 
make the migration decisions while in [22], the authors relied on a heuristic algo-
rithm to determine the near-optimal placement of the migrated VMs. In the paper 
[23], the researchers proposed a live migration strategy for IoT applications. This 
strategy overcomes the constraints related to the generality of the applications 
and the performance imbalance by selecting the appropriate memory transfer to 
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obtain an optimal live migration according to the current dirty page rate. VM 
migration is also discussed in [24] to address the issue of VM consolidation. The 
authors proposed a new algorithm based on bin-packing heuristic and medium-fit 
to compromise energy consumption and SLA violation. However, they did not 
include traffic effects in this study.

The authors in [25] have managed energy consumption by adjusting the VM con-
solidation. The proposed solution focused on partitioning PMs into different groups 
based on their workload levels. It then employed a coalitional-game-based VM 
consolidation algorithm (GCMS) in choosing members from such groups to form 
effective coalitions. As a result, it has shown few migrations compared to the greedy 
approach but less than the other approaches. Similarly, in [26], they improved energy 
consumption by considering the advantage of a joint virtual machine and container 
migration approach concurrently (JVCMMD). However, this research focused only 
on the CPU criteria, not including RAM, network bandwidth, memory, or cooling. 
In [27], the authors use the VM migration technique to detect internal and exter-
nal attacks from cloud systems and their migration process. In [28], the authors 
improved the VM migration performance by searching the migrated VM, com-
posting, and collecting sets of VM migration to achieve trade-offs between energy 
consumption and physical machine performance. The live migration technique of 
virtual machines is highlighted in [29] to alleviate network overhead when moving 
virtual machines to source and destination hosts.

The idea of the work [30] is based on the gravity model. The authors used the 
theory of gravity on various logical objects to manage the migration of virtual 
machines to effectively conserve energy consumption, load balancing, and quality of 
service. Likewise, the main objective of the work [31] was to achieve a good com-
promise between reducing energy consumption and meeting SLA constraints. The 
authors of [32] addressed VM consolidation as a packing problem. To maximize the 
number of packed VMs on a given PM, they apply a heuristic algorithm, thereby 
reducing network traffic in migration. Moreover, in [33], the researchers used the 
Markov chain model to keep the system’s reliability at a desirable level.

A hybrid optimization algorithm for VM migration was presented in [34]. The 
cuckoo search algorithm and the particle swarm optimization technique are incor-
porated to reduce unnecessary migrations. This work still needs further improve-
ment regarding the method for selecting virtual machines. Gupta et al. [35] have 
introduced a methodology related to energy consumption by limiting the VMs 
migration and switching off the guests depending on a threshold, thereby enhanc-
ing the remaining network bandwidth in the data center with minimal QoS deg-
radation. However, they did not address the problem caused by moving virtual 
machines. To maintain system load balancing, the authors in [36] proposed a 
method based on VM selection under of-line. It consists in selecting one or more 
potential VMs for migration to reduce the resource load of the active servers. 
From the experiment results, this solution needs further improvement to obtain 
an optimal solution. In [37], the VMs migration problem is migrated by applying 
the game theory to ensure both load balance and resource utilization. However, 
the proposed algorithm has not addressed the VMs migration selection and pro-
cesses. Also, its impact on energy conception has not been studied. In [38], the 
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authors present a load-balancing mechanism based on evolutionary computing. 
They consider the maximum CPU and memory utilization criteria for selecting 
migrating VMs.

3  Problem definition and formulation

The studied problem is described by determining the required notations and for-
mulation. We consider that the servers are distributed and equipped with cloud 
computing resources, and the VM moves from one place to another. In this work, 
we address the pre-copy VM migration type. It is a classical approach used by the 
vendors such as Xen, KVM, and VMware, that try to keep the shorter downtime 
by transferring fewer data during the stop-and-copy phase [39]. Virtual machine 
migration needs moving CPU state, memory state, network state, and disk state. 
During this time, the VM is suspended at the source host and resumed at the tar-
get host. Thus, the memory page is copied, ensuring the VM is in the same opera-
tion and specifications once it resumes at the destination (Fig. 1).

3.1  VMs migration attributes

VMs migration is affected by the cloud environment state and each VM state dur-
ing the execution of incoming tasks. So, VM traffic has the following attributes:

• Arrived tasks rate (AT)
• Load-balancing rate (LB)
• Captured VM processor utilization (CCPU)
• Currently allocated memory (CAM)
• Availability of target host resources (ATHR)

Fig. 1  VM migration process
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3.2  Energy consumption

The energy consumed during paging depends on the VM’s CPU, network bandwidth 
(BW), and migration time ( � ). Therefore, if the average dissipated power is denoted 
�r , the energy consumption during migration time ( �m ) is given by:

VM migration time is calculated as the total time spent in the migration process as 
follows:

where � is the size of the disk image in megabytes (MB), BW is the bandwidth allo-
cated to the migration of the VM in MB/s, and � is the time predicted in seconds.

3.3  Number of VMs migration

The network load ( vm ) generally reflects the number of VMs migrations ( � ). The 
amount of data transferred during the virtual machine migration affects the network 
bandwidth. It is calculated according to the size of the original disk data and the 
availability of network bandwidth (Eq. (3a)).

where rm is the disk dirty rate.

4  Proposed VM migration learning model

The proposed migration strategy is based on two main phases. The first is to cre-
ate a learning model, and the second is to use this model to move virtual machines 
(Fig. 3).

4.1  Machine learning preparing stage

This section explains the essential steps for creating a training model for the next 
stage.

4.1.1  Data selection

To construct a machine learning model, we first required a dataset. Data should be 
collected from authoritative databases such as those provided by google cloud, ama-
zon cloud, etc. It is the process of preparing the raw data about the VMs migration 

(1)�m = �r ∗ �

(2)� =
�

BW

(3)� =
∑

vm

(3a)vm = � + (�m ∗ rm)
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circumstances and making it suitable for building the machine learning model. This 
is mandatory to put data in a formatted way. Each VM is characterized by attributes 
that reflect its state in the cloud environment. These data generally contain noise, and 
missing values may be unusable and cannot be used directly for the machine learning 
model.

4.1.2  Features choosing

It is the feature extraction process from raw data to enable the application of algorithms. 
After selecting the data, we must extract the appropriate properties for the expected 
improvement. This can be formulated by giving the study a set of m learning items 
{(

x1, y1
)

,
(

x2, y2
)

, ...,
(

xm, ym
)}

 , build a hypothetical classifier G ∶ x → y that maps an 
item x ∈ X to a class label y ∈ Y . Briefly, the classifier maps the input data to a specific 
class.

Therefore, this stage includes the selection of appropriate algorithms to construct 
the classifier. Each specific algorithm allows VM migration to be optimized in terms of 
VMs selection or migration process. We analyze the state of the cloud environment by 
measuring the number of virtual machine migrations ( �i ) and the energy consumption 
( �i ) of each algorithm. Then, the average value is calculated as shown in Eq. (4).

where l is the number of implemented algorithms in this phase. In this way, rows of 
data are categorized as follows:

Table 2 gives an example of the VMs migration classification. It allows knowing if 
an element is good or bad considering the numerical values of the attributes.

(4)Avg =
(�1 + �2 + ... + �l) + (�1 + �2 + ... + �l)

2l

(5)Classe(xi) =

{

Good if 𝜑, and 𝜃 < Avg

Bad Otherwise

Table 2  An example of a data 
set with features

Item Attributes Class

AT LB CCPU CAM ATHR Label

x
1

0.29 0.448 262 363 360 Bad
x
2

0.84 0.195 401 349 223 Bad
x
3

0.37 0.216 215 217 267 Good
x
4

0.12 0.511 328 379 268 Bad
x
5

0.55 0.656 323 297 104 Bad
x
6

0.46 0.613 217 224 296 Bad
x
7

0.89 0.377 490 277 186 Bad
x
8

0.72 0.672 276 240 209 Bad
x
9

0.58 0.472 258 118 399 Good
x
10

0.13 0.913 429 365 241 Bad
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4.1.3  Learning model (LM) creation

After the classifier is created from training data, its performance is assessed on inde-
pendent test data (also called validation data) to determine how accurately it ranks 
unknown instances. Classifier performance is evaluated by a cross-validation tech-
nique to assess the quality score of a subset of features [40]. Cross-validation pro-
vides a more accurate model performance assessment by combining prediction per-
formance measures on different subsets of data. This technique involves reserving 
a particular sample from the data set on which we are not training the model. Our 
model will be tested on this sample before finalizing it.

Here, the k-fold method has been used to perform cross-validation. This tech-
nique helps reduce variance, avoid overfitting, and gives insight into how the model 
will behave in practice. In k-fold cross-validation, the data set (D) is randomly split 
into k "folds" D1,D2, ...,Dk of approximately similar size. In each trial, one of these 
folds becomes the testing set, and the rest of the data becomes the training set. In 
other words, we repeat this process K times, with each fold being the selected test set 
once. The rest of the k − 1 subsets constitute the training set for driving the model 
during each trial (Fig. 2).

Machine learning model evaluation After that, we get an overview of the clas-
sification statistics, such as the number of wrong instances. We record the error seen 
in each prediction. These statistics are restored to a single value (the accuracy Ai ). 
Final accuracy A is the sum of accuracy per round divided by the number of rounds 
(Eq. (6)).

Fig. 2  Learning model validation steps
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where

• True positives (TPs) True positives are the cases where we expect the virtual 
machine migration to be good when the actual migration gives an improvement.

• True negatives (TNs) Cases when we predict the migration as bad when the 
actual migration does not give an improvement.

• False positives (FPs) It is the case when we expect the migration to be good 
while the actual migration gives no improvement.

• False negatives (FNs) It is the case when we expect the migration to be bad while 
the actual migration gives an improvement.

4.2  VM migration stage

The proposed algorithm analyzes the conditions of the migratable virtual machines 
in each quantum time (we maintain the definition of quantum time ( Δ ) used in our 
previous work [41]). Then, it selects the good decisions that achieve the minimum 
energy consumption and the number of migrations. Thus, the main steps involved in 
this stage are given as follows:

• VMs and cloud environment detection In this stage, the broker 
gives information about the available resources on the hosts and the overloaded 
VMs. Additionally, it calculates the arrival rate of requests and the overall cloud 
environment load. Also, the available hosts to which the virtual machines will be 
migrated are specified.

• VMs migration decision-based the created learning 
model The learning model evaluates each migration to determine what allows 
for minimal energy consumption and migration time. More precisely, the VMs 
that should be migrated from overloaded and underloaded hosts are selected 
using first stage learning model.

• Stop criteria The VM migration-based machine learning model algorithm 
(VMLM) is called for each quantum time. The program stops if the number of 
LM instances is browsed. If a good decision does not make, the algorithm waits 
for the new attributes. Otherwise, the iteration is terminated, and the best deci-
sion will be taken.

Figure 3 summarizes the main stages of the proposed solution. Algorithm 1 shows 
the pseudo-code of creating a machine-learning model, while Algorithm 2 presents 
the proposed solution. The flowchart of the proposed solution is given in Fig. 4.

(6)A =
1

Rounds

∑

Ai

(6a)Ai =
TN + TP

TN + TP + FN + FP
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Fig. 3  Proposed solution phases

Fig. 4  Schematic diagram of the proposed solution
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Algorithm 1: Machine learning model
Input: ListData()=[set of obj row]
Output: Learning model
1: For (i=0; i< round)
2: For( j=0; j < 1

20 ListData.size);
3: raw number=random();
4: FoldTrainList().add(ListData().get(raw number));
5: EndFor
6: ForEach (Fold)
7: Train(FoldTest, FoldTrain),
8: CalculTP(); CalculTN(); CalculFP(); CalculFN();
9: CalculAcc();
10: EndForEach
11: EndFor
12: CalculTotalAcc();
13: Update(ListData);

Algorithm 2: VMs migration based LM (VMLM)
Input: VMs attributesList(), ListAvailableHosts(), ListData(), Integer Decision
Output: Best VMs distribution
1: While(t < ∆)
2: ForEach(VM)
3: Update(VMs attributesList(), ListAvailableHost());
//Determines the best decision that returns the min (θ and v)
4: For(i <ListData.size())
5: If(Decision >BestDecision(VM, ListData()))
6: Decision=BestDecision(VM, ListData());
7: VMsListMig(VM,Decision);
8: EndIf
9: i++;
10: EndFor
11: EndForEach
12: t ++;
13: EndWhile

5  Performance evaluation

This section presents a simulated cloud environment and experimental setup, and 
the results are presented and discussed.

5.1  Implementation tools

Cloud environment components are simulated using CloudSim 3.0.3. toolkit. We 
used Python 3 in this work to construct the learning model. It is one of the best 
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options for data science and machine learning practitioners. The experiments are 
performed on an Intel (R) Core (TM) i5 3320 M Processor 2.6 GHz, equipped with 
4GB RAM, Windows 7 platform, using the Eclipse IDE Luna release 4.4.0.

5.2  Cloud environment and setup

Simulations of the proposed solution and comparing methods are performed under 
the same conditions to establish an objective comparison. Experiments are con-
ducted on data centers containing 800 heterogeneous physical nodes; 400 of them 
consist of HP ProLiant ML110 G4 servers powered by Intel Xeon3075 clocked at 
2660 MHz, and the rest consist of HP ProLiant ML110 G5 servers powered by Intel 
Xeon3040 clocked at 1860 MHz, each having 4 GB of RAM. For creating these 
server types in CloudSim, we create an extended “PowerModelSpecPower” class 
named “ProLiantServers” to implement PowerModel class from the power model 
package in “cloudbus” residing in CloudSim.

The experiment is conducted for more credibility based on a real system’s work-
load traces. Thus, the investigations are carried out according to a comparative anal-
ysis of the online workload of PlanetLab [42]. PlanetLab workload is a set of CPU 
usage traces from virtual machines measured over ten random days in March and 
April 2011. For reading workload traces and returning appropriate values during 
simulation, we use UtilizationModelPlanetLabInMemory included in CloudSim. We 
get the CPU utilization of a VM by calling vm.getTotalUtilizationOfCpuMips(time). 
The performance of the proposed VM migration solution was assessed by compar-
ing it with energy-aware VM selection policy in (EVSP) [15] and multi-criteria 
migration decision (JVCMMD) algorithm [26]. The first algorithm showed effective 
results compared to the existing classic selection algorithms, such as maximum cor-
relation (MC), minimum migration time (MMT) and random selection (RS). The 
second method shows a significant reduction in energy consumption and the number 
of virtual machine migrations.

5.3  Energy consumption performance

The behavior of the proposed algorithm in terms of energy consumption is tested 
according to the two important metrics. The first is to analyze the number of active 
physical servers in each quantum time. The second focuses on calculating the total 
energy consumption during the experimental period.

As shown in Fig. 5, the number of used physical servers obtained by the proposed 
algorithm is smaller than other algorithms. Here, the lower the value of the num-
ber of active physical servers, the lower the energy consumption of the cloud data 
center. Similar results are shown in Fig. 6. This means that the proposed solution 
can be more efficient in energy-saving than JVCMMD and EVSP algorithms in runt-
ime. The reason lies in: For VM migration, the VMLM algorithm captures the pro-
cessor utilization, then determines the minimum capacity of the remaining resources 
that can meet the resource requirements of the VM from the resource availability 
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of the target host. Other algorithms always select the host with the lowest resource 
usage, negatively affecting the virtual machine migration processes. Thus, energy 
consumption can be increased.

5.4  VM migration

In each quantum time, the number of migrated virtual machines is counted. Fig-
ure  7 shows the results obtained by the three comparison algorithms during the 
entire experiment period. It can be seen that the values obtained by the JVCMMD 
algorithm and EVSP algorithm are close to the same. However, the proposed solu-
tion performs well than other algorithms. In particular, the total number of virtual 
machines obtained by the JVCMMD and EVSP algorithms is 15.4% and 26.7%, 
respectively, which is greater than that of the VMLM algorithm. This means that the 
proposed solution algorithm improved the cloud data center’s performance during 
the VM migration process.

The reasons are given as follows: first, when choosing VMs to migrate, the pro-
posed solution considers the load-balancing rate. If the specified virtual machine 
load is less than the cloud environment load balancing, then the VMLM algo-
rithm does not migrate and thus can reduce some unnecessary migration; secondly, 
when VM migration is needed, the proposed VMLM algorithm chooses the vir-
tual machine with the lowest currently allocated memory from the eligible virtual 
machines. However, JVCMMD makes a decision on whether containers or virtual 
machines should be migrated, while virtual machine migration in the EVSP algo-
rithm is associated with system performance degradation, which can increase the 

Fig. 5  Number of active servers for each trace date
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Fig. 6  Energy consumption
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Fig. 7  VMs migration
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mobility of VMs. Therefore, considering the effects of the load-balancing rate 
(CCPU) and currently allocated memory (CAM) in selecting the VMs to migrate 
can effectively avoid unnecessary migration, thereby improving VM migration 
processes.

The comparative experiments results for energy consumption average and the num-
ber of active servers registered on each trace date are shown in Fig. 8. The first observa-
tion of the proposed solution curves reveals that they are almost identical. This reflects 
the proportion between the servers used and the energy consumed. Moreover, there are 
few servers compared to other solutions due to the excellent distribution of VMs on 
the hosts. This is not achieved by JVCMMD and EVSP algorithms (Fig. 8b and 8c ). 
More precisely, migrated virtual machines are effectively selected with minimal energy 
consumption. Knowing that fewer migrated VMs means less performance degradation 

Fig. 8  Energy consumption and number of active servers in each trace date
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due to migration, and thus, VM migration processes are improved. Also, VMLM takes 
into account CCPU and ATHR parameters, which play an essential role in enhancing 
migration processes.

5.5  Statistical analysis

Here, a statistical analysis of the results obtained is presented. Tables 3 and 4 show the 
t-test result of our proposed algorithm and the JVCMMD algorithm for the six bench-
marks regarding energy consumption and virtual machine migration. The comparison 
is made only with JVCMMD because the above experiments show that VMLM gives 
the best results compared to EVSP. For each trace date, we take 15 samples, after which 
we calculate the t-test using SPSS software. It can be concluded from the obtained 
results that there is a statistically significant difference between the proposed solution 
and the JVCMMD algorithm. T-tests showed that our proposed solution gives a signifi-
cantly lower value for JVCMMD with a P < 0.05 value. Therefore, we can deduce that 

Table 3  Statistics results for energy consumption

Trace date JVCMMD VMLM Improvement (%) t-test

Best Worst Avg Best Worst Avg Best Worst Avg

03/03/2011 218.39 494.36 252.79 124.08 296.87 217.81 56.82 60.05 86.16 5.847
06/03/2011 491.31 560.01 340.99 113.05 307.28 209.59 23 54.87 61.47 9.458
09/03/2011 383.75 673.04 452.49 114.62 290.95 221.01 17.03 75.82 48.84 4.435
09/04/2011 434.03 584.35 386.8 122.24 293.02 194.76 20.92 67.51 50.35 6.626
12/04/2011 209.46 742.33 452.51 115.57 293.07 198.41 55.18 39.48 43.84 10.838
20/04/2011 357.11 583.02 404.84 114.17 293.82 179.57 31.97 50.4 44.35 8.291

Table 4  Statistics results for VMs migration

Trace date JVCMMD VMLM Improvement (%) t-test

Best Worst Avg Best Worst Avg Best Worst Avg

03/03/2011 327 790 465.73 204 470 342.87 62.39 59.49 73.62 6.982
06/03/2011 232 599 374.4 272 499 378.67 117.24 83.3 101.14 4.561
09/03/2011 414 868 598.67 232 452 322.53 56.04 52.07 53.88 6.702
09/04/2011 326 674 465 201 483 371.07 61.66 71.66 79.8 5.247
12/04/2011 484 794 587.47 227 480 333.8 46.9 60.45 56.82 −6.463
20/04/2011 224 800 642.47 236 493 355.2 105.36 61.63 55.29 −7.548
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our proposed solution has the best performance concerning energy consumption and 
VMs migration number metrics.

5.6  Complexity analysis

Algorithm 1 is just for creating a machine learning model used during resource allo-
cation. It does not participate in virtual machine migrations. Therefore, the complex-
ity of the proposed solution relies on Algorithm 2. The complexity of the VMLM 
algorithm mainly depends on the size of the learning model and the number of virtual 
machines. Assume that N and M represent the total number of VMs and the size of 
the learning model, respectively, in the cloud. The time complexity of Algorithm 2 is 
O( N ×M ) since Algorithm 2 traverses all instances of the learning model for each 
virtual machine. If the number of instances in the machine learning model equals the 
number of virtual machines, the complexity will become O(N × N ) = O (N2).

6  Conclusion

We have proposed a machine learning-based solution that manages the VMs migra-
tion in a coordinated fashion to enforce higher-level performance in energy con-
sumption and minimize the number of VM migrations. By learning the state of the 
cloud environment and the behavior of VMs, our solution makes it possible to antic-
ipate decisions about VM migration at run time. As a result, it becomes possible to 
choose the correct destination for each immigrant VM that provides minimal power 
consumption and takes a short time.

Our evaluation uses real workload traces at different dates to simulate a cloud 
environment. It shows significant gains for the proposed solution compared to other 
algorithms. We deduce that a machine learning-based solution for migrating virtual 
machines allows for high performance in workload distribution, but this is only pos-
sible if an effective learning model is included. This can be achieved by choosing 
efficient algorithms for classifying the learning model features. Moreover, the com-
plexity of the VMLM algorithm is lower, which allows for getting the best results 
quickly. In addition, it takes into account the features of the cloud environment (AT, 
CCPU, etc.), allowing it to adapt to dynamic resource allocation automatically.

To our knowledge, this work is the first attempt to use a supervised machine 
learning model for a virtual machine migration problem in a cloud environment. The 
proposed learning model is designed to improve virtual machine migration selection 
and processes. This work can be further extended by using other mechanisms for 
creating the learning model with other attributes.
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