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Abstract 

Building detection is an important task in very high-resolution remote sensing image analysis. 

In recent years, availability of very high-resolution images raised new challenges to building 

detection algorithms. 

In this report, we use a supervised method to detect buildings from remotely sensed images 

using spectral-spatial features. The morphological operations (MO), gray level co-occurrence 

matrix (GLCM) and Variogram techniques are used to extract the spatial features. 

We concatenated spatial features and spectral features, and then we fed the Support Vector 

Machines (SVM) classifier with the resulting vector of features. We classified the image data 

into two classes (Building and Non-Building) using different combinations of features. The 

simulation results obtained on three different images showed that our approach achieved an 

acceptable performance in terms of accuracy. 
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Introduction 

With the development of imaging technology, many airborne or satellite sensors have provided 

very high resolution (VHR) imagery. These images have been used in a wide range of remote 

sensing applications, including agriculture, land planning, defense, and surveillance. 

Traditional classification algorithms have exposed weaknesses necessitating further research 

in the field of image classification, to classify the remote sensing imagery we need an efficient 

classifier, we used in our work support vector machines (SVM), which is widely used for 

classifying remote sensing data; also it makes the optimization process very rapidly. Due to its 

higher performance over other existing classifiers, SVM become a benchmark in the field of 

pattern recognition.  

The feature extraction process is a necessary phase in image classification. In our approach, 

different features have been extracted using morphological operators, gray level co-occurrence 

matrix and Variograms. 

Building detection from remote sensing images is one of the key pieces of cadastral 

information related to population and cities, and are fundamental to urban planning [1]. 

Researchers focused on building detection using automated image processing and computer vision 

techniques. The main problems that are raised in our work are as follows: buildings have diverse 

characteristics and their appearance (illumination, viewing angles, etc.) is uncontrolled.  

In this study, we used a binary SVM classification approach for the detection of buildings. In 

addition to original bands of the image, the morphological operators (MO), the gray level co-

occurrence matrix (GLCM) and variogram were also included in the classification process. With 

the use of original and additional bands, twenty different feature combinations were generated 

using the Beijing dataset, and then a binary SVM classification was performed. The proposed 

approach was implemented in three Sub-Areas which were selected from Beijing, the capital city 

of China.  

The objectives of the study are as follows: (i) to detect buildings using the binary SVM 

classification technique (ii) to explore the effects of the additional features MO, GLCM, and 

VARIOGRAM on building detection (iii) to determine the best feature combination that achieves 

the highest classification accuracy. 
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This report is organized in four chapters, chapter 1, which is an introductory chapter, deals 

with the fundamentals of the remote sensing data and some generalities about classification in 

remote sensing. Chapter 2 explains the tools used in this work for features extraction MO, GLCM, 

and VARIOGRAM. Chapter 3 highlights generalities about classification algorithms in machine 

learning. Chapter 4 presents the experimental results of the work and discusses the obtained result.
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1.1 . Introduction  

This chapter is a general overview of the remote sensing field and classification techniques of 

images in remote sensing. Also, the different types of images and image feature extraction. 

1.2 . What is remote sensing? 

The term "remote sensing," first used in the United States in the 1950s by Ms. Evelyn Pruitt 

of the U.S. Office of Naval Research [2]. Remote sensing is the process of detecting and 

monitoring the physical characteristics of an area by measuring its reflected and emitted radiation 

at a distance objects or materials as shown in figure 1.1. 

Remote sensing technology are divided into two types active and passive remote sensing. 

Active sensors emit energy in order to scan objects and areas whereupon a sensor then detects and 

measures the radiation that is reflected or backscattered from the target. And passive sensors 

accumulate radiation that is emitted or mirrored by the object or surrounding areas. Reflected 

sunlight is the most common supply of radiation measured by way of passive sensors. 

Remote sensing data provides essential information that helps in monitoring various 

applications such as mapping land use and cover, agriculture, soils mapping, forestry, city 

planning, archeological investigations, military observation, land cover changes, deforestation, 

vegetation dynamics, water quality dynamics, urban growth, etc. 

Remote sensing is now one of the most useful sciences due to the fact that it is important in 

gathering, interpreting and processing information from inaccessible areas.  

 

Figure1.1 Remote Sensing Process [2]. 

http://www.remote-sensing.info/about/
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1.3 . Multispectral and hyperspectral images  

In remote sensing, the terms Hyperspectral imaging (HSI) and Multispectral imaging (MSI) 

are often conflated [3]. But Hyperspectral imaging systems acquire images in over one hundred 

contiguous spectral bands. While multispectral imagery is useful to discriminate land surface 

features and landscape patterns.  

Multispectral and hyperspectral imaging provide the ability to see as human (red, green and 

blue), and what we cannot see like infrared and ultraviolet. In fact, we can see more than this 

reflected electromagnetic radiation to the sensor. 

1.3.1. Key differences 

The distinction between the MSI and the HSI system is that the HSI system uses continuous 

wavelengths in data collection while the MSI system concentrates on multiple wave bands that are 

pre-selected based on the application. Common RGB sensors help illustrate the differences 

between HSI and MSI systems. In an RGB sensor, a Bayer pattern — consisting of red, green, and 

blue filters — is layered over the pixels. The filters allow wavelengths from specific color bands 

to be absorbed by the pixels while the rest of the light is attenuated [2]. These bandpass filters have 

transmission bands in the range of 100 to 150 nm and have slight spectral overlap as shown on 

Figure 1.2. 

 

Figure 1.2 curves for an RGB camera showing the overlap between red, green, and blue 

[3]. 
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The two technologies each present advantage, depending on the task. HSI is best suited for 

applications that are sensitive to subtle differences in signal along a continuous 

spectrum.  However, some systems require that significant portions of the electromagnetic 

spectrum be blocked and that light be only selectively captured Figure 1.3.  

 

Figure 1.3 Multi- and hyperspectral stacks of images. Comparison of the image stacks in 

MSI, in which several images are taken across various discrete wavelength regions, and HSI, 

in which images are taken over a larger continuous range of wavelengths [3]. 

1.4. Image classification in remote sensing 

The problem of costly and difficult remotely sensed products is a major challenge in our day, 

so it requires us to find other ways to improve the resolution of images, the image processing 

technique is one of the methods that can help to achieve that goal.  

In Multispectral Image Classification, we combine the techniques of image processing and the 

classification method, typically grouping identical pixels into groups is the process of image 
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classification in remote sensing. This is demonstrated schematically in Figure 1.4, which shows a 

2D scatter plot of image pixels into classes. The major steps of image classification may include 

determination of a suitable classification system, selection of training samples, image 

preprocessing, feature extraction, selection of suitable classification approaches, and accuracy 

assessment [4].  

 

Figure 1.4 Image pixels grouped into classes in a 2D scatter plot. 

Image classification is an important part of the remote sensing data mining, at present, it is not 

possible to identify which classifier is ideally suited to all cases, since the features of each picture 

and the conditions of each study differ too greatly. The understanding of the data and the 

Experimentation They are the cornerstones for getting the best classification. 

1.5. Classification Techniques 

A group of image classification techniques has been developed to classify pixels automatically 

with similar multispectral reflectance values into clusters that, ideally, correspond to usable land 

use and land cover categories [5]. There are many types of learning associated with machine 

learning, but the two widely used are Supervised and Unsupervised Learning. 
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Figure 1.5: Image Classification Techniques [5]. 

 

1.5.1. Supervised classification 

Supervised learning is the most practical machine learning in our days. Supervised learning is 

where you have input variables (x) and an output variable (Y) and you use an algorithm to learn 

the mapping function from the input to the output [6]. 

                                                             Y = F (X).                                                         (1.1) 

The principle of supervised learning is to predict output variable Y based on new input data X, 

the algorithm iteratively predicts training and corrects this prediction until the algorithm reaches 

an appropriate level of performance. 

1.5.2. Unsupervised classification 

The difference between supervised learning and unsupervised learning is that the second does 

not have output Y data corresponding to input X data. The goal of unsupervised learning is to 

model the underlying structure or distribution of data in order to learn more about the data [6]. 
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Unsupervised learning algorithms are left to their own devices to discover and present a fascinating 

structure of the data. 

1.6. Feature Representation 

We can describe features as a piece of information which is relevant for solving the 

computational task related to a certain application. This is the same sense as a feature in machine 

learning and pattern recognition generally, though image processing has a very sophisticated 

collection of features. Features may be specific structures in the image such as points, edges or 

objects. Features may also be the result of a general neighborhood operation or feature detection 

applied to the image. 

The development of feature extraction methods has been one of the most important problems 

in the field of pattern analysis and has been studied extensively. Feature extraction methods can 

be both unsupervised and supervised. Several feature extractions approaches have been proposed 

and applied successfully in classification of remote sensing data. 

1.7. Conclusion  

The first chapter is an overview about image classification in remote sensing field and the 

different type of classification. Supervised technique has been successfully applied for a variety of 

machine vision applications, image classification, object recognition and object detection, we have 

used the supervised technique in our work for building detection algorithms.
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2.1. Introduction to Features Extraction 

Feature extraction describes the relevant shape information contained in a pattern so that the 

task of classifying the pattern is made easy by a formal procedure. In pattern recognition and in 

image processing, feature extraction is a special form of dimensionality reduction, transforming 

the input data into the set of features is called feature extraction. 

In feature extraction there is more than one technique to select the extracted features, in our 

work we use 3 different techniques to obtain the extracted features and those techniques are.                         

 Morphological Operators 

 Gray-Level Co-occurrence Matrices (GLCM) 

 Variogram  

2.2. Morphological Operators 

2.2.1. Introduction 

Morphological operation is a set of image processing algorithms that acts on image pixels using 

pre-defined kernels. These kernels, known as structuring elements, a morphological operation is 

used to remove imperfections on the image. 

2.2.2. Basic Set Operations  

Morphological operations use a small shape or template known as structuring elements. This 

structuring element is positioned at all possible locations in the image and it is compared with the 

corresponding neighborhood of pixels [7]. Some operations test whether the element "fits" within 

the neighborhood, or its "hits" the neighborhood. 

The most common morphological operations are dilation, erosion, opening and closing. They 

are defined in terms of the interaction of the original image A to be processed [8]. and the 

structuring element B. Next, the 4 basic operators are defined  

 Dilation 

Dilation is an operation used to grow or thicken objects in binary image.the dilation of a binary 

image A by a structuring element B is defined as: 

𝑨 ⊕ 𝑩 = {𝒛: (�̂�)
𝒛

∩  𝐀 ≠  ∅}.                                      (2.1) 
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This equation is based on obtaining the reflection of B about its origin and translating (shifting) 

this reflection by z. then the dilation of A by B is the set of all structuring element origin locations 

where the reflected and translated B overlaps with A at least one element.  

 Erosion 

Erosion is used to shrink or thin objects in binary images. The erosion of a binary image A by 

a structuring element B is defined as: 

       𝑨 ⊝ 𝑩 = {𝒛: (𝑩)𝒛  ∩  𝑨𝑪 ≠  ∅}                                (2.2) 

The erosion of A by B is the set of all structuring element origin locations where the translated 

B does not overlap with the background of A. 

 Opening 

The opening operation erodes an image and then dilates the eroded image using the same 

structuring element for both operations. 

𝑨 ○ 𝑩 = {(𝑨 ⊝ 𝑩) ⊕ 𝑩}                                     (2.3)   

The opening operation is used to remove regions of an object that cannot contain the structuring 

element, smooth object contours, and breaks thin connection. 

 Closing 

The closing operation dilates an image and then erodes the dilated image using the same 

structuring element for both operations. The closing operation fills holes that are smaller than the 

structuring element. 

𝑨 ∗ 𝑩 = {(𝑨 ⊕ 𝑩) ⊝ 𝑩}                                      (2.4) 

2.2.3. Morphological Structuring Element  

The structuring element of morphological operations is a small matrix of pixels, each with a 

value of zero or one as shown in Figure 2.1. The size of the structuring element depends upon what 

features you wish to extract from the image. Larger structuring elements preserve larger features 

while smaller elements preserve the finer details of image features, we have chosen to work in our 

simulation with four different square SE (5,5) (11,11) (21,21) and (51,51) in order to see the effect 
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of the SE on the remote sensed image and select the best SE between them in terms of accuracy.  

Figure 2.2 and Figure 2.3 shows different results using the morphological operations using (5*5) 

& (9*9) Structuring Elements, the original image was taken from the “MIT Building Data Set”. 

 

                                              Original Pixel 

       (5*5) structuring element.                        (3*3) structuring element. 

Figure 2.1 Structuring elements with size (3*3) and (5*5). 

 
Figure 2.2 Results of MO with (5*5) structuring element  

 
Figure 2.3 Results of MO with (9*9) structuring element  
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When a morphological operation is carried out, the origin of the structuring element is typically 

translated to each pixel position in the image in turn, and then the points within the translated 

structuring element are compared with the underlying image pixel values [9]. The details of this 

comparison and the effect of the outcome depend on which morphological operator are being used.  

2.3. Gray-Level Co-occurrence Matrix (GLCM) 

2.3.1. Definition 

Gray-level co-occurrence matrix (GLCM) is a matrix showing different combinations of gray 

levels found within the image. The textural features extracted from the images by GLCM were 

helpful in identification of different regions in the images, It examines the spatial relationship 

among pixels and defines how frequently a combination of pixels are present in an image in a 

given direction Θ and distance d [10], The GLCM features were calculated along four of its 

neighbors in directions of 0°, 45°, 90°, and 135°. As shown in the Figure 2.4. 

 

Figure 2.4 GLCM window 3*3 

 

2.3.2. GLCM textural features 

Usually the co-occurrence matrix is used to describe the textural properties. The matrix is 

calculated as P(i, j, d, Θ) where Θ can be 0, 45, 90, and 135 degrees, and d = 1, 2, 3, …, G, where 

G is the maximum gray value in the image and (i, j) indicates an entry in a cell the 2nd order  [10].  

GLCM features are computed considering the spatial relationship between any two intensity levels 

of the ROI (Region of Interest) using mathematical equations . The Extracted Features are 
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 Contrast (CON): Measures the local variations in the gray-level co-occurrence matrix is 

also known as variance and inertia. With Range = [0 (size (GLCM,1)-1) ^2]  

∑ 𝑷(𝒊; 𝒋)(𝒊:𝒋) ⋅ (𝒊 − 𝒋)𝟐                                                  (2.5) 

 Correlation (COR): Measures the joint probability occurrence of the specified pixel 

pairs. It is defined as follows with mean (µi, µj) and stander deviation (σi, σj). 

                    

𝝁𝒊 = ∑ 𝒊(𝑷(𝒊, 𝒋))
𝑵−𝟏

𝒊,𝒋=𝟎
                             𝝈𝒊

𝟐 = ∑ 𝑷(𝒊, 𝒋). (𝒊 −
𝑵−𝟏

𝒊,𝒋=𝟎
𝝁𝒊)

𝟐 

𝝁𝒋 = ∑ 𝒋(𝑷(𝒊, 𝒋))
𝑵−𝟏

𝒊,𝒋=𝟎
                             𝝈𝒋

𝟐 = ∑ 𝑷(𝒊, 𝒋). (𝒋 −
𝑵−𝟏

𝒊,𝒋=𝟎
𝝁𝒋)𝟐 

             ∑ 𝑷 (𝒊, 𝒋).
(𝒊−𝝁𝒊)(𝒋−𝝁𝒋)

√(𝝈𝒊
𝟐)(𝝈𝒋

𝟐)

𝑵−𝟏

𝒊,𝒋=𝟎

                                    (2.6) 

 
 Energy (ENG): Provides the sum of squared elements in the GLCM. Also known as 

uniformity or the angular second moment. 

 √∑ 𝒑(𝒊, 𝒋)𝟐
(𝒊,𝒋)   .                                                     (2.7)  

 Homogeneity (HOM): Measures the closeness of the distribution of elements in the 

GLCM to the GLCM diagonal. 

      ∑
𝒑(𝒊,𝒋)

𝟏+(𝒊−𝒋)𝟐

𝑵−𝟏

𝒊,𝒋=𝟎
 .                                                    (2.8) 

 Angular Second Moment (ASM): Energy and MAX ASM and Energy use each P(i,j) as 

a weight for itself. High values of ASM or Energy occur when the window is very orderly.  

∑ 𝒑(𝒊, 𝒋)𝟐
(𝒊,𝒋)

.                                                       (2.9) 

 Dissimilarity (Contrast Group): GLCM Dissimilarity is the variation of gray-level 

pixels pairs. 

∑ 𝑷 (𝒊, 𝒋). │𝒊 − 𝒋│
(ⅈ,𝐣)

 .                                          (2.10) 
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Figure 2.5 shows an example of image texture using GLCM with window size of (13*13). 

 

Figure 2.5 (a) damage buildings, the GLCM-based texture images obtained with window 

size of 13*13 are shown in the images (b) to (f) [11]. 

 

2.3.3. GLCM Algorithm 

The most important steps on which we have implement the GLCM algorithm are as follows: 

 The window sizes. 

 Place windows in the first position over top left of the image. 

 For the pixels within this window in this position, count the pixels, transform and normalize 

the GLCM  

 Calculate the texture measure (ASM, Energy, Contrast...)  

 Move the window over one pixel, and repeat the last two steps  

 Continue covering all possible window positions until the texture image complete. 

2.4. VARIOGRAM 

2.4.1. Definition 

A Variogram, 2ɣ (t), is a description of the spatial continuity of the data. The experimental 

Variogram is a discrete function calculated using a measure of variability between pairs of points 

at various distances. The exact measure used depends on the Variogram type selected [12]. The 

distances between pairs at which the Variogram is calculated are called lags. 
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The semi VARIOGRAM  ɣ (t) was originally defined by Matheron (1963) as half the 

average squared difference between points separated by distance h the semi Variogram are 

calculated as [13] 

𝜸(𝒉) =
𝟏

|𝟐𝑵(𝒉)|
∑ (𝒛𝒊 − 𝒛𝒋)

𝟐

𝑵(𝒉)
.                    (2.11) 

Where N(h) is the set of all pairwise Euclidian distance d(i, j)=h ,│N(h)│is the number of 

distinct pairs in N(h), zi and zj are data values at spatial location i & j , respectively in this 

formulation, h represent a distance measure with magnitude only. Sometimes it might be desirable 

to consider direction in addition to distance. In such cases, h will be represented as the vector h 

having both magnitude and direction. 

2.4.2. VARIOGRAM model 

In VARIOGRAM algorithms we must select the type of model for how it fits the data because 

it will provide a mathematical function to the relationship between values and distances. We use 

functions that are the best fit like linear, exponential, spherical and Gaussian. 

Generally, the squared term in the VARIOGRAM, for instance (zi-zj)
2,is the most useful term 

. However, when you have an understanding of how the phenomenon behaves with distance, you 

can better choose which model to use. By replacing the square terms by different powers: 

 The Absolute        |zi − zj| 

 The square root        √(𝐳ⅈ − 𝐳𝐣) 

2.5. Conclusion  

In this chapter we have reviewed the three different techniques that we used in our work and 

their types and method of work. Also, we have presented the basic steps of developing our 

algorithm to extract features using these techniques.
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3.1. Introduction 

Classification is technique to categorize our data into a desired and distinct number of classes 

where we can assign labels to each class. Due to their great significance, classification is currently 

used in many applications, such as document classification, speech recognition, biometric 

identification, handwriting recognition. Classifiers can be 

 Binary classifiers: Classification with only 2 distinct classes or with 2 possible outcomes 

like male and Female, classification of spam email and non-spam email classification of 

Building and Non-Building, etc. 

 Multi-Class classifiers: Classification with more than two distinct classes. Like 

classification of types of soil, classification of types of crops classification of mood/feelings 

in songs/music. 

In this chapter we are going to present some algorithms that used for classification in machine 

learning, starting by the traditional one K-nearest-neighbor (KNN) then we introduce the most 

recent stage in the development ANN; eventually we present the peace-of-the-art we used in our 

project for binary classification of building and nonbinding classes using SVM algorithms.   

 

3.2. K-Nearest Neighbors 

       3.2.1. Introduction 

K-nearest-neighbor (KNN) is a data classification algorithm that attempts to determine what 

group a data point is in by looking at the data points around it. An algorithm, looking at one point 

on a grid, trying to determine if a point is in group A or B, looks at the states of the points that are 

near it. The range is arbitrarily determined, but the point is to take a sample of the data. If the 

majority of the points are in group A, then it is likely that the data point in question will be A rather 

than B, and vice versa. 
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The k-nearest-neighbor is an example of a "lazy learner" algorithm because it does not generate 

a model of the data set beforehand. The only calculations it makes is when it is asked to poll the 

data point's neighbors. This makes KNN very easy to implement for data mining. 

        3.2.2 Distance Metrics 

The distance metric is the effective hyper-parameter through which we measure the distance 

between data feature values and new test inputs. 

Usually, we use the Euclidean approach which is the most widely used distance measure to 

calculate the distance between test samples and trained data values. We measure the distance along 

a straight line from the point (x1, y1) to point (x2, y2).                                                                                                 

                                                  𝐄𝐮𝐜𝐥ⅈ𝐝𝐞𝐚𝐧 𝐃ⅈ𝐬𝐭𝐚𝐧𝐜𝐞 = √∑ (𝐱ⅈ − 𝐲ⅈ)
𝐧

ⅈ=𝟏
                       (3.1) 

 

In Figure 3.1, the test sample (inside the circle) should be classified either to the first class of 

blue squares or to the second class of red triangles. If K = 3 (outside circle), it is assigned to the 

second class because there are 2 triangles and only 1 square inside the inner circle. If, for example 

K= 5 it is assigned to the first class (3 squares vs. 2 triangles outside the outer circle). 

 

Figure 3.1: Example of KNN classification [14]. 
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3.2.3. Choosing the best value of K 

To select the K that’s right for your data, we run the KNN algorithm several times with different 

values of K and choose the K that reduces the number of errors we encounter while maintaining the 

algorithm’s ability to accurately make predictions when it’s given data it hasn’t seen before [15].  

Here are some things to keep in mind 

 As we decrease the value of K to 1, our predictions become less stable. Just think for a 

minute, imagine K=1 and we have a query point surrounded by several reds and one green 

(I’m thinking about the top left corner of the colored plot above), but the green is the single 

nearest neighbor. Reasonably, we would think the query point is most likely red, but because 

K=1, KNN incorrectly predicts that the query point is green. 

 Inversely, as we increase the value of K, our predictions become more stable due to majority 

voting / averaging, and thus, more likely to make more accurate predictions (up to a certain 

point). Eventually, we begin to witness an increasing number of errors. It is at this point we 

know we have pushed the value of K too far. 

 In cases where we are taking a majority vote (e.g., picking the mode in a classification 

problem) among labels, we usually make K an odd number to have a tiebreaker. 

3.3. Neural Networks (NN) 

Neural networks are complex models, which try to mimic the way the human brain develops 

classification rules. A neural net consists of many different layers of neurons, with each layer 

receiving inputs from previous layers, and passing outputs to further layers. The way each layer 

output becomes the input for the next layer depends on the weight given to that specific link, which 

depends on the cost function, and the optimizer. The neural net iterates for a predetermined number 

of iterations, called epochs. After each epoch, the cost function is analyzed to see where the model 

could be improved. The optimizing function then alters the internal mechanics of the network, such 
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as the weights, and the biases, based on the information provided by the cost function, until the cost 

function is minimized. 

Figure 3.2 shows a visual representation of such a network. The initial input is x, which is then 

passed to the first layer of neurons (the h bubbles in Figure 3.2), where three functions consider the 

input that they receive, and generate an output. That output is then passed to the second layer (the 

g bubbles in Figure 3.2. There further output is calculated, based on the output from the first layer. 

That secondary output is then combined to yield a final output of the model. 

 

 

Figure 3.2: A Visual Representation of a Simple Neural Net [16]. 
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A Convolution Neural Network (CNN) is a twist of a normal neural network, which attempts 

to deal with the issue of high dimensionality by reducing the number of pixels in image 

classification through two separate phases: the convolution phase and the pooling phase. After that 

it performs much like an ordinary neural network [16]. 

3.4. Support vector machine 

      3.4.1. Introduction 

Support vector machines (SVM) is a supervised learning algorithm that sorts data into two 

categories. It is trained with a series of data already labeled into two categories, building the model 

as it is initially trained. The task of an SVM algorithm is to determine which category a new data 

point belongs to.  

In the SVM algorithm, we plot each data item as a point in n-dimensional space (where n is 

the number of features) with the value of each feature being the value of a particular coordinate. 

Then, we perform classification by finding the hyperplane that differentiates the two classes very 

well (see figure 3.3). 

 
 

Figure 3.3: SVM hyperplane in 2D. 
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3.4.2. SVM parameters tuning 

3.4.2.1. Kernel 

Choosing the right kernel is crucial, because if the transformation is incorrect, then the model 

can have very poor results. As a rule of thumb, always check if you have linear data and, in that 

case, always use linear SVM (linear kernel). Linear SVM is a parametric model, but an  Radial 

Basis Function (RBF) kernel SVM isn’t, so the complexity of the latter grows with the size of the 

training set. Not only is more expensive to train an RBF kernel SVM, but you also have to keep the 

kernel matrix around, and the projection into this “infinite” higher-dimensional space where the 

data becomes linearly separable is more expensive as well during prediction [17]. 

3.4.2.2. Regularization (C) 

The regularization parameter (often termed as C parameters in the python’s sklearn library) tells 

the SVM optimization how much you want to avoid misclassifying each training example [18]. For 

large values of C, the optimization will choose a smaller-margin hyperplane. Conversely, a very 

small value of C will cause the optimizer to look for a larger margin separating hyperplane.  

3.4.2.3. Gamma 

The extent to which the impact of a single training instance reaches is called Gamma (ɣ), with 

low gamma, points far away from plausible separation line are considered in calculation for the 

separation line. Whereas high gamma means the points close to plausible lines are considered in 

calculation.  

3.4.2.4. Margin 

A margin is a separation of the line to the closest class points [18]. When the separation between 

both classes is high, this provides a good margin that allows the points to be in their respective 

classes without going over to another class. 

3.5. Conclusion 

In this chapter, we have reviewed three classification algorithms which are used for 

classification in image processing, we focused on SVM and their parameters because it is the 

suitable one and is commonly used for image classification and easy in implementation for 

multispectral imagery.
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4.1. Introduction  

After the presentation of the main tools used in developing our experiments in the previous 

chapter, we are going in this chapter to present and discuss the methodology and the results of our 

work. It is working noting that the software environment used in this work is Python Version3. 

4.2. The study Area and Data set description 

The dataset used in our experiments is Beijing Building Dataset is an elevation satellite image 

dataset which is integrated by satellite images and aerial photograph for building detection and 

identification. It contains 2000 images from Google Earth History Map of five different areas in 

Beijing taken on November 24, 2016,  

In our work the proposed building detection procedure was implemented in three selected areas 

in the Beijing Building Dataset [19], the capital city of China (Figure 4.1). The areas show 

different residential and/or industrial characteristics. The first study area (Sub-Area I) includes 

medium density of buildings with different shapes and sizes, the buildings falling within this area 

have different colored roofs. The second study area (Sub-Area II) includes high density of 

buildings also with different shapes and sizes. The third study area (Sub-Area III) includes low 

density of buildings with different shapes and sizes. 

 

 Figure 4.1 The Study Areas used in our work.  
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4.3 Flowchart of our work 

The work we propose for building detection is illustrated in the Figure 4.2. 

 

Figure 4.2. The Flowchart of the building detection procedure. 
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4.4. Spectral and spatial feature extraction 

Our method of working is to fuse information from filtered data along with original data, this 

technique adds spatial features that filtered with the Morphological Filter, GLCM and Variogram 

to the existing spectral features in the original data to provide Spectral-spatial features to improve 

the classification process. The functions of the three techniques (MF, GLCM and VARIOGRAM) 

used in our procedure, only work on grayscale. 

4.4.1. Spectral feature 

 First step is to extract the spectral features (Red, Green and Blue) bands of the remote sensed 

image as it is shown in Figure 4.3 for Sub-Area I. 

 

Figure 4.3. Spectral Features for Sub-Area I   

     4.4.2. Spatial feature 

Morphological operators affect the accuracy of the classification, experimentally determining 

the best morphological operator for our application, our program was designed to apply different 

combinations using: opening, closing, erosion and dilation and different squares structuring.                 

Element (SE). The results of the different morphological operators are shown in Figure 4.4.

     

                                             Figure 4.4. MO of Sub-Area I with SE (9*9) 
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The GLCM-derived texture information is anisotropic because the co-occurrence shift takes 

only one direction, to overcome this problem, the co-occurrence matrix should be computed in 

four directions and then the average should be taken. Therefore, we computed the co-occurrence 

matrix in horizontal (0 deg), vertical (90 deg), diagonal NE-SW (45 deg), and diagonal NW-SE 

(135 deg) directions and the average value were computed for each texture measure. Measured 

with different windows size (9*9, 13*13, 17*17), Figure 4.5 shows the GLCM-based texture 

measures with window size of (9*9) for Sub-Area I. 

Figure 4.5. GLCM texture measures with WS (9*9) 

The last technique we used for spatial feature extraction is the variogram the one that used to 

demonstrate the difference between data points as a function of distance. Our Variogram work 

method is to apply three distance functions (square, absolute, and square roots) to the pixel 

intensities, with respect to the four directions (0 °, 45 °, 90 °, 135 °), Figure 4.6 shows Variogram 

texture with window size (3*3).  
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Figure 4.6. Variogram texture 

4.5. Feature Normalization  

For machine learning, the goal of normalization is to change the values of numeric columns in 

the dataset to a common scale, without distorting differences in the ranges of values, the 

normalization is required only when features have different ranges. The normalization technique 

is performed by dividing each extracted feature over the maximum value of that feature, taking 

into account R, G and B bands as one set from each. 

4.6. SVM classification 

In our study, a binary SVM classification was carried out using set of features to separate the 

class building from the class non-building, we used a combination of features as it showed in.              

Table 4.1, the original bands and the generated additional bands of the Sub-Areas were labeled as 

follows: B1 (red band), B2 (green band), B3 (blue band), BDIL  (dilation ), BER  (erosion), BOP  

(opening ), BCLS  (closing), BCON  (contrast), BHOM (homogeneity), BCORR (correlation), BENG 

(energy), BASM (angular second moment), BDISS (dissimilarity), BSQR (square Variogram), BABS 

(absolute Variogram), BSQRT  (square root Variogram). 

The ratios between the collected training samples and the whole pixels of the Sub-Areas are 

given in Table 4.2. 
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Table 4.1: The features set and their band combinations used in the SVM classification 

Features set Band combination 

Features set 1 B1, B2, B3 

Features set 2 B1, B2, B3, BDIL 

Features set 3 B1, B2, B3, BER 

Features set 4 B1, B2, B3, BOPN 

Features set 5  B1, B2, B3, BCLS 

Features set 6 B1, B2, B3, BDIL, BER, BOPN, BCLS 

Features set 7 B1, B2, B3, BHOM 

Features set 8 B1, B2, B3, BCON 

Features set 9 B1, B2, B3, BDISs 

Features set 10 B1, B2, B3, BENG 

Features set 11  B1, B2, B3, BASM 

Features set 12 B1, B2, B3, BCORR 

Features set 13 B1, B2, B3, BHOM, BCON, BDISs, BENG, BASM, BCORR 

Features set 14 B1, B2, B3, BSQR 

Features set 15 B1, B2, B3, BABS 

Features set 16 B1, B2, B3, BSQRT 

Features set 17 B1, B2, B3, BSQR, BABS, BSQRT 

Features set 18 B1, B2, B3, BDIL, BER, BOPN, BCLS, BSQR, BABS, BSQRT 

Features set 19 B1, B2, B3, BDIL, BER, BOPN, BCLS, BHOM, BCON, BDISS, BENG, BASM, BCORR 

Features set 20 B1, B2, B3, BDIL, BER, BOPN, BCLS, BHOM, BCON, BDISS, BENG, BASM, BCORR, BSQR, 

BABS, BSQRT 

Table 4.2. The percentages of the collected training pixels to whole pixels of the test sites. 

 Shape Training sample percentage 

Sub-Area I 256*256 26214 40% 

Sub-Area II 300*300 36000 40% 

Sub-Area III 300*300 36000 40% 
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After random division data set into 40 % train and 60 % as examination (test), the binary SVM 

classification was performed to distinguish the class building from the non-building class. We fed 

the training and the testing data to the classifier in the SVM format, Figure 4.7 Figure 4.8 shows 

an example of SVM format of the data set 1(without additional band) with label classes of building 

“1” and non-building “0,” data set 15 (spectral with MO).  

For performing the SVM classification, the selection of the kernel method, determination of 

the C parameter, and the parameters related to the kernel are important. In our case, the Radial 

Basis Function (RBF) was selected as the kernel method. This function works well in most cases. 

In addition, Gamma term (γ) was determined as the inverse of the number of bands in the input 

image and 10000 were taken for the value of the parameter penalty parameter (C). 

 

Figure 4.7 Normalized matrix of Features set 1 for Sub-Area I (SVM format) 

 

Figure 4.8 Normalized matrix of features set 6 for Sub-Area I (SVM format). 
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4.7 Classification result 

The accuracy of the high-resolution sub-area I that is defined using the original function 

(spectral function ’Features Set 1’) is 81.57 %, enhancing accuracy by incorporating the spatial 

features previously extracted using MO, GLCM and VARIOGRAM with different SE ad window 

sizes are shown in Table 4.3, Table 4.4, and Table 4.5. 

Table 4.3. Accuracies of the features set that relates to MO with different square SE. 

Features set Accuracy 

assessment 

(SE = 5*5) % 

Accuracy 

assessment 

(SE =11*11) % 

Accuracy 

assessment 

(SE=21*21) % 

Accuracy 

assessment 

(SE=51*51) % 

Features set 1 81.57 81.57 81.57 81.57 

Features set 2 

 

82.29 82.93 

 

83.55 85.89 

Features set 3 

 

82.27 82.67 83.22 82.83 

Features set 4  

 

82.48 82.27 84.49 85.70 

Features set 5 

 

82.41 82.85 83.85 86.25 

Features set 6 

 

83.61 86.15 89.04         94.26 

 

Table 4.4 Accuracies of the features set that relates to GLCM with different WS 

Features set Accuracy assessment 

(WS = 9*9) % 

Accuracy assessment 

(WS = 13*13) % 

Accuracy assessment 

(WS = 17*17) % 

Features set 7 

 

82.15 82.23 82.41 

Features set 8 

 

82.51 82.77 82.47 

Features set 9  

 

81.89 82.02 82.42 

Features set 10 

 

82.05 82.40 83.02 
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Features set 11 

 

82.11 82.30 83.46 

Features set 12 

 

82.42 82.77 83.40 

Features set 13 

 

83.94 85.75 87.27 

 

Table 4.5 Accuracies of the Features set that relates to Variogram with different WS. 

 

From the above tables, we can deduce that  

 The best structuring element for the morphological filter is 51*51. 

 The best windows size for the GLCM is 17*17 

 The best windows size for the variogram is 9*9 

After extracting the best SE and WS, as shown in Table 4.6 the most effective combination 

that gives the best accuracy result for our procedure is the combination of all spatial features.  

Table 4.6. Accuracies of the features set 18, 19, and 20 with optimum SE and WS 

Features set Features set 18 Features set 19 Features set 20 

Accuracy % 95.00 94.58 95.48 

 

The classification result of the Features set 20, that provides us the best accuracy is shown 

below in Figure 4.9. 

Features set Accuracy assessment 

(WS = 5*5) % 

Accuracy assessment 

(WS = 7*7) % 

Accuracy assessment 

(WS = 9*9) % 

Features set 14 

 

82.57 82.67 82.85 

Features set 15 

 

82.19 82.62 82.01 

Features set 16 

 

81.54 82.04 82.91 

Features set 17 82.62 82.71 83.80 
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Figure 4.9. Classification result for Sub-Area I with highest accuracy. 

Figure 4.10 shows the classified image carried out using Features set 1, 6, 18, 19 and 20 . 

 

Figure 4.10 The classified image for Sub-Area I with different combinations of spectral-

spatial features for SVM classifiers. 

The same procedure has been applied to Sub-Area II and Sub-Area III with a picture scale of 

300 * 300 with different building density and different urban characteristics to test our algorithm. 

The results of the SVM classifier for Sub-Area II and Sub-Area III with the optimum SE and WS 

are shown in Table 4.7. 
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Table 4.7 Accuracy Table for Sub-Area II and Sub-Area III with (SE =51*51, WS = 17*17 

(GLCM), and WS = 9*9 (VARIOGRAM)). 

Features sets Accuracy % (Sub-Area II) Accuracy% (Sub-Area III) 

Features set 1 75.87 88.75 

Features set 2 78.98 89.32 

Features set 3 77.01 89.48 

Features set 4 80.77 89.01 

Features set 5  77.94 91.3 

Features set 6 86.02 94.02 

Features set 7 78.10 89.49 

Features set 8 78.18 89.94 

Features set 9 78.65 90.73 

Features set 10 76.94 89.46 

Features set 11  76.76 88.83 

Features set 12 77.27 89.37 

Features set 14 77.63 89.37 

Features set 15 78.08 89.62 

Features set 16 77.63 89.03 

Features set 18 86.86 95.82 

Features set 19 88.61 96.94 

Features set 20 90.23 

 

96.94 

 

  

The reshaping of the SVM classifier result of the two Sub-Areas are shown in Figure 4.11 and 

Figure 4.12 respectively. 
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Figure 4.11 the classified images for Sub-Area II. 

 

Figure 4.12 The classified images for Sub-Area III. 
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4.8 Results discussion  

In this experiment, we performed the extraction of features for the original data, beginning 

with the original features (spectral) and then using the additional features extracted by 

morphological operators, gray level co-occurrence matrices and variogram. Our goal was to 

improve the accuracy as much as possible. The results of this study have shown that the SVM 

classification is very satisfactory for building detection from high-resolution satellite imagery. For 

all of the sub-areas we tested. 

Through the use of only the original bands (red, green and blue), buildings through distinct 

reflectance values from other objects were effectively identified, while buildings with identical 

spectral values with other classes, such as paths, could not be accurately detected. With the use of 

the spectral-spatial features in the classification process, it was possible to detect buildings that 

have different spectral characteristics.  

We found that the use of spectral-spatial features in SVM classification improved the accuracy 

of the building detection. we can also see that the change of the used (MO, GLCM and 

VARIOGRAM) parameters has a direct impact on the spatial features, which affects the 

classification accuracy, the optimum parameters that provided the best accuracy are square SE 

(51*51), WS (17*17) and (9,9) for MO, GLCM and VARIOGRAM respectively. 

The SVM classifier produced quite accurate results for the proposed building detection 

procedure. For all test areas, the overall accuracies were computed to be between 81% and 95%. 

The findings were very encouraging where the accuracy of the Sub-area I improved from 

81.57% to 95.48%, from 75.87% to 90.20% and 88.75% to 96.94% for Sub-area II and Sub-

area III, respectively. 
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Conclusion 

In this project, we worked on the classification of images using the support vector machine 

(SVM). We used the original image features (spectral features) for classification, and the results 

obtained were used as a reference during the entire experiment. Then, we used different 

combinations of features extracted from MO, GLCM, and VARIOGRAM as a spatial feature 

extraction technique to deliver spectral-spatial feature vectors as inputs to the support vector 

machine classifier, and then searched for parameters that provide the best data representation in 

terms of classification accuracy. 

Using the above techniques, the overall accuracy of 95.48% was achieved with specific 

parameters which are very promising in comparison to original data Support Vector Machine 

Classification which had an overall accuracy of 81.56% in our case, with the same dataset. Other 

datasets also tested and we got promising results. The results of this study have shown that the 

SVM classification is very satisfactory for building detection from high-resolution satellite 

imagery. 

It can be concluded at this point that the classification of multispectral data on the basis of 

spectral-spatial information gives better results with almost 14% compared to the classification of 

the original spectral data. We can conclude through this modest work that we have succeeded in 

applying the extraction technique of spectral-spatial features as a model for the classification of 

multispectral data. 

Buildings can be detected in difficult scenes where the building has similar color to the 

background, and the other buildings have different textural or geometric properties than the 

background. In this case, color features may not provide useful information to the SVM classifier 

for the detection, but the classifiers can extract discriminative information from the texture and 

shape features. 

Finally, deep learning approach for building detection is proven to bring highly accurate results 

for a fraction of time and cost that otherwise would be spent on manual work. 
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