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Abstract
Technologies emerging the world have raised new threats. They made the traditional identification

modalities vulnerable and easy to counterfeit. Hence, more sophisticated biometrics become indis-

pensable to protect the integrity of the devices and the sensitive data. In the last few years there

has been a growing interest in electrocardiogram (ECG) due to its uniqueness. In this work, we

developed an ECG identification system. We employed this system into a real world application

while solving a second problem which is the digitization of the health system. More precisely, it is

an ECG remote monitoring system with ECG based identification. Two datasets were used: the

MIT-BIH Arrhythmia and our own collected dataset using our implemented hardware system. The

collected data was denoised using a wavelet transform based filter. After segmenting the data and

extracting the necessary fiducial features, we stored the generated templates. A template matching

algorithm based on the correlation factor was considered to make the matching decisions. Finally,

the whole process is presented to the user through a user-friendly android application. Preliminary

experimental results indicate that the system achieved 87.5% to 90.90% accuracy.

Keywords: ECG, biometric, identification, monitoring, android application, template matching.
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General Introduction
The practice of distinguishing humans based on intrinsic physical or behavioral traits goes back

thousands of years. It all started with the fingerprints used in Babylonian business transactions

in 500 BC. Then, with Chinese merchants in the fourteenth century using children’s palms and

footprints to distinguish them. Moving to Egyptian history, where traders were differentiated by

their physical characteristics [43]. This longstanding concern of identifying people, was developed

with time. In other words, the more we advance in technology, the more accurate techniques we

use. However, the goal always remains the same ”identifying people”, also known as biometric

identification.

Nowadays, more innovative biometrics are used such as face recognition, eye iris, DNA, voice

recognition, and even keystroke dynamics. These identifiers are used in several applications start-

ing with military access control, criminal or civil identification, banking, mobile commerce, and

even healthcare. However, this technological advancement did not only make identifying people

easier, but it also made falsifying and identity theft easier. According to the statistics, cybercrimes

and identity theft has increased especially during the COVID-19 crisis [41]. There were 4.8 million

identity theft and fraud reports received by the FTC in 2020 [5]. In order to avoid such threats,

more sophisticated biometrics are required. One of the proposed methods is the continuous biomet-

ric authentication. In addition to its high accuracy in identifying people, it also provides a proof

of vitality of the authenticated person. This might be of a huge advantage in many applications.

ECG is among the most promising techniques in continuous authentication. In the last decade

it has attracted much attention from research teams. It provides an accurate identification and

a vitality proof at the same time. Furthermore, this bio-signal is used by physicians to diagnose

cardiovascular diseases. Therefore, it can combine both the security and healthcare applications.

In other words, it can be deployed in a remote healthcare monitoring system while providing the

maximum security for the confidential patient’s information.

During the COVID-19 pandemic, the whole world realized the importance of the healthcare sys-

xiii
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tems and remote monitoring. The innovation of such systems would economize a huge amount of

money, efforts and most importantly save lives. These are the main reasons why researchers are

now interested in the health system digitalization or what we call the e-health. This project comes

as a proposed solution for enhancing the remote monitoring, hence the e-health system while pro-

tecting the user’s privacy through using the same ECG signal used for monitoring as a biometric.

In other words, this project implements an ECG biometric based system with remote monitoring.

It consists of three major parts: a hardware system for collecting the ECG signals, a software part

for processing the collected signal and identifying the person, and a phone application to introduce

the whole system to the user. The report is organized as follows:

• Chapter 1: Comprises a background on biometric modalities in general and ECG in partic-

ular. In addition, it briefly states the literature and research done before.

• Chapter 2: Describes the methods used in data collection, denoising, segmentation, feature

extraction and template matching.

• Chapter 3: Contains the detailed implementation of both the template matching and the

Android application.

• Chapter 4: Entails the obtained results as well as a discussion.

Finally, the report is ended with a conclusion and future suggestions to improve and extend our

system.



Chapter 1

Background and Related Work

Introduction

Biometric based systems provide a way to identify individuals from their unique characteristics.

Thus, such systems are increasingly being adopted to improve security, privacy and provide different

applications in various fields. Some of the most significant biometric identifiers are: the face,

fingerprints, and iris. However, the technological advancement made such identifiers vulnerable to

forgery and security attacks [33]. To avoid such threats, continuous biometric authentication was

proposed. It does not only offer biometric authentication, but it also presents a proof of vitality

of the authenticated person. Hence, ECG has gained a lot of attention as a promissing biometric

technique due to its uniqueness and difficulty to counterfeit. In addition to security applications,

this bio-signal can reveal a lot of information about the person’s physical and emotional health

state. Therefore, it is also used in monitoring systems. In this chapter, we will discover more

about this interesting signal as well as the research that has been done on the ECG biometric

based systems.

1.1 Biometrics

1.1.1 Definition

The term came from the two Greek words, “bio” meaning life and “metrics” meaning to measure.

Thus, biometrics literally means “to measure life” [26].

Biometrics are known to be the body measurements and calculations related to human character-

istics [45]. They represent the most suitable means of identifying and authenticating individuals

especially for security purposes.

1



1.1. BIOMETRICS

1.1.2 Biometric identification and authentication

Biometric authentication

It is the process of comparing data of a person’s characteristics to the same person’s biometric

”template” and determine resemblance [9]. It consists of two main steps:

• Storing the reference model

• After that, the stored model is compared to the person’s biometric data to be authenticated.

Biometric Identification

It consists of determining the identity of a person by capturing an item of biometric data from this

person and comparing it to the several people’s biometric data stored in a database [9].

1.1.3 Biometric Identifiers

1.1.3.1 Behavioral

Behavioral Biometrics is the field of study related to the measure of uniquely identifying and

measurable patterns in human activities [35]. It identifies patterns in the ways that particular

bodies perform particular tasks—patterns in walking, speaking, typing, or even touchscreen and

mouse behavior. These patterns are prohibitively difficult to capture and replicate, and they evolve

over time [31].

1.1.3.2 Physiological

1. Biological: obtained by making biological analyses of: blood, DNA, saliva...etc

2. Morphological: face id, fingerprints, the eye’s iris and ECG

As can be seen in figure 1.1, ECG has a really high efficiency. It is completely unique and differs

from one human being to another, even between identical twins. In addition to its uniqueness,

ECG signal provides the real-time vitality feedback (i.e: ensures that the biometric sample is being

collected from an alive individual), this represents a huge advantage from a security point of view.

Furthermore, ECG is often used by physicians in cardiovascular diseases diagnosis. Through the

deployment of ECG-enabled biometric system the identity of the persons can be verified online

during ECG monitoring or offline through their medical records.
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Moreover, it can be used in mobile health monitoring systems by providing a high protection of

the person’s identity and condition. This private health information is strictly protected under

the privacy regulation standardization of the Health Insurance Portability and Accountability Act

(HIPAA) of 1996 [50].

Figure 1.1: Comparative study of different biometric modalities [37]

1.2 ECG Signal

1.2.1 Definition

ECG is a test that detects and records the strength and timing of the heart’s electrical activity.

This information is recorded on a graph that shows each phase of the electrical signal as it travels

through the heart. It is obtained by placing electrodes on the skin which detect the small electrical

changes that are a consequence of cardiac muscle depolarization followed by repolarization during

each cardiac cycle (heartbeat) [47].

1.2.2 ECG Waves

Before digging into the different components of an ECG signal, we would like to introduce briefly

the heart anatomy for a better understanding of its electrical activity.
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The Heart

As shown in figure [1.2] the human heart has four chambers. The two upper ones are called the

left and right atria whereas the lower chambers are called the left and right ventricles. A wall of

muscle called the septum separates the left and right atria and the left and right ventricles.

Figure 1.2: Anatomy of the human heart [28]

The Heart’s Electrical Activity

The electrical signal travels through the network of conducting cell ”pathways,” which stimulates

your upper chambers (atria) and lower chambers (ventricles) to contract. The signal is able to travel

along these pathways by means of a complex reaction that allows each cell to activate one next to

it, stimulating it to ”pass along” the electrical signal in an orderly manner. As cell after cell rapidly

transmits the electrical charge, the entire heart contracts in one coordinated motion, creating a

heartbeat.

The electrical signal starts in a group of cells at the top of the heart called the sinoatrial (SA)

node. The signal then travels down through the heart, triggering first the two atria and then the
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two ventricles. In a healthy heart, the signal travels very quickly through the heart, allowing the

chambers to contract in a smooth, orderly fashion [28].

The heartbeat happens as follows:

1. The SA node (called the pacemaker of the heart) sends out an electrical impulse

2. The upper heart chambers (atria) contract

3. The AV node sends an impulse into the ventricles

4. The lower heart chambers (ventricles) contract or pump

5. The SA node sends another signal to the atria to contract, which starts the cycle over again

This cycle of an electrical signal followed by a contraction is one heartbeat.

ECG Waves

The ECG signal consists of three main components (figure 1.3):

Figure 1.3: The ECG signal waves [47]

• The P wave: representing the depolarization of the artia

• The QRS complex: three closely related waves corresponding to the depolarization of the

ventricles
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• The T wave: representing the repolarization of the ventricles

We may also mention:

• The PR interval: time taken for electrical activity to move between atria and ventricles

• ST segment: isoelectric time representing the time between depolarization and repolization

of the ventricles

The relation between each of the ECG waves and the excitation process of the heart is depicted in

figure [1.4]

Figure 1.4: The cardiac cycle

1.3 Related Work

Recently, a lot of research has been done on the ECG biometric based systems to obtain high

accuracy. However, the performance of such systems is affected by many factors: the filtering type,

segmentation method, type of the extracted features, the matching algorithm and even the health

status of the subjects. The particularity of each research lies in the method used in each of the

mentioned factors. Here are some of the most used methods:

1.3.1 Methods Used In Filtering

Different filters were applied on ECG signals to remove intra-class variation. We may cite:
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• Bandpass filters: most studies in ECG biometrics have employed the bandpass filter (BF)

by cascading a low-pass (LP) and high-pass (HP) filters with different cutoff frequencies [18].

• Finite impulse response FIR it works well for the attenuation of the known frequency

bands,such as the noise coming from the electrical network (50 Hz or 60 Hz), since they allow

quick and easy application of the reject-band-filter. The problem with this approach is that

the frequency of the noise is not always known [14].

• Infinite Impulse Response: IIR filters are generally chosen for applications where linear

phase is not too important and memory is limited. They have been widely deployed biomed-

ical sensor’s signal processing. The main drawback of this approach is the stability of the

system.

• Wavelet transform: many methods based on wavelet transforms have been employed to

remove noise, since they preserve ECG signal properties avoiding loss of its important phys-

iological details and are simple from a computational point of view.

1.3.2 Methods Used In Segmentation

Different techniques were used to segment continuous ECG signals we may mention:

• Fixed length window: it is a common method consisting of capturing one heart or one

cycle of ECG by using a fixed-length window.

• RR interval: first, it starts with localising the R-peak using any R peak detection algorithm,

the most used one is Pan-Tompkins technique. Then, a fixed window is considered by taking

the identified R-peak as a reference to segment the ECG signal in terms of the R-R interval

(RR) [18].

• QRS complex detection: This method lies essentially in detecting all the QRS complex

to segment the ECG into individual beats [38].

1.3.3 Methods Used in Feature Extraction

ECG biometric feature extraction can be categorized as a fiducial point or non-fiducial point :

• Fiducial points feature extraction: Algorithms based on fiducial features use the char-

acteristic local features of ECG beats such as temporal or amplitude difference between

consecutive fiducial points, and peak (minimum or maximum), extracted from single ECG
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beat or segment. For example, the P, Q, R, S, and T peak wave, the time difference between

the peaks of the Q and T waves, and the QT interval are considered as fiducial features.

Fiducial methods rely on the accurate detection of the main ECG characteristic points such

as P, Q, R, S, and T waves. Several subsets of these fiducial features have been used in the

literature .

• Non fiducial points feature extraction: Non-fiducial point feature extraction holistically

analyzes an ECG, typically by applying time or frequency analysis to obtain other statistical

features. This method aims to extract discriminative information from the ECG waveform

without having to localize fiducial points [18].

1.3.4 Methods Used In Matching

The signals are matched with reference models stored in a database using the following methods:

• Softmax: It is used as the last activation function of a neural network to normalize the

output of a network to a probability distribution over predicted output classes (each class

represents a person).

• SVM: support-vector machine, is a supervised learning model with associated learning al-

gorithm that analyzes data for classification and regression analysis.

• Euclidean distance employed by calculating the euclidean distances between the templates,

the smaller the distance the higher the probability of the match.

• Hamming distance proceeds by comparing the resulting hamming distance with a thresh-

old.

Table 1.1, adapted from the comparative study [14], summarizes all the above methods.
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Step Methods Work References

Filtering

BP [3] [19] [20] [4]

FIR [18] [2]

IIR [17] [40] [21]

Wavelet [12]

Segmentation

Fixed length window [17] [40] [21] [3]

RR interval [22] [27]

QRS complex detection [23] [39]

Feature extraction

Fiducial points [22] [27] [36]

Non fiducial points [15]

Matching

Softmax [13] [6]

SVM [3] [20] [22] [27] [12]

Euclidean distance [30] [44] [51]

Hamming distance [17] [16] [11]

Table 1.1: Summary of the state of the art approaches for ECG biometrics (adapted from [14])

Conclusion

In this chapter, we have seen all the necessary information needed to understand the rest of the

report. We started by stating the different existing biometric identifiers. Moving to the advantages

of using ECG as a biometric over the rest of the biometric modalities. We have also seen, the ECG

signal, how it is generated, and its different waves. Moreover, we have stated the most relevent

research that has been done in this field. In the second chapter, we will introduce our proposed

ECG biometric based system.



Chapter 2

Proposed Solution

Introduction

An ECG biometric based system is characterized by four stages. It starts with the data collection

phase, where data is collected from different subjects. The second stage is pre-processing the

collected data in order to eliminate noise. The next one, is feature extraction by processing the

data until getting the characteristics of all subjects. Finally, the obtained information is used in

the identification phase. In this stage, an unknown ECG is presented to the system to perform the

previous mentioned phases before a matching algorithm assigns the extracted features to a best

matching subject’s data stored in the database. Therefore, each of the previous stages is of a huge

importance in order to achieve good performance. In this chapter we will present our proposed

system stage per stage.

2.1 General Block Diagram

First, we started by the data collection which consists of two datasets: one was collected using our

hardware system and the other one is the MIT BIH Arrhythmia database. After that, the collected

data was denoised in order to remove the different noises that might affect the latter steps. Then,

the denoised ECG recordings were segmented into heart beats by detecting the R peaks. After the

cleaning phase, the data was processed to extract the necessary features for our biometric system.

Using all the obtained information, a template matching algorithm was implemented in order to

identify the user. Finally, a user friendly Android application was developed to visualize the results.

It offers two features: ECG monitoring and heart rate calculation. Each of the previous steps will

be detailed in the following sections.
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Figure 2.1: General block diagram of the proposed system

2.2 Data Acquisition

All the work present in this report was trained and tested using two databases: the MIT-BIH

Arrhythmia to cover normal and abnormal ECG recordings and our own collected dataset to

familiarize our programs with the sensor’s data.

2.2.1 MIT BIH Arrhythmia Database

The MIT-BIH Arrhythmia Database 1 contains a set of over 4000 long-term Holter recordings (i.e:

a type of ambulatory electrocardiography device). These recordings were obtained by the Beth

Israel Hospital Arrhythmia Laboratory between 1975 and 1979.

The database contains 48 records taken from 25 men aged 32 to 89 years, and 22 women aged 23

to 89 years (Records 201 and 202 came from the same male subject). Each of the recordings is

slightly about 30 minutes long. They are divided into two groups [29]:

• The first one contains 23 records (record 100 to 124 with a missing number). It serves as a

representative sample of the variety of waveforms and artifact that an arrhythmia detector

might encounter in routine clinical use

• The second one contains 25 records (record 200 to 234 with some missing numbers). It in-

cludes a variety of rare but clinically important phenomena (complex ventricular, junctional,

and supraventricular arrhythmias and conduction abnormalities).

The recordings were digitized at 360 samples per second per channel with 11-bit resolution over

a 10-mV range. Two or more cardiologists independently annotated each record; disagreements

1The database can be found at: https://physionet.org/content/mitdb/1.0.0/

https://physionet.org/content/mitdb/1.0.0/
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were resolved to obtain the computer-readable reference annotations for each beat (approximately

110,000 annotations in all) included with the database [29].

2.2.2 The Collected Data

The second dataset, contains eight recordings collected using our hardware system. These records,

were taken from 6 women and 2 men aged 19 to 92 years. Each of the recordings is approximately

about 10 minutes long.

Figure 2.2 represents the general schematic of our circuit used to collect the previous data. It

consists of the following components:

• A microcontroller: Arduino Uno It is a microcontroller board based on the ATMEGA328P.

It has 14 digital input/output pins (of which 6 can be used as PWM outputs), 6 analog in-

puts, a 16 MHz ceramic resonator (CSTCE16M0V53-R0), a USB connection, a power jack,

an ICSP header and a reset button. In other words, it contains everything needed to support

the microcontroller

• The ECG Sensor: AD8232 2 is an integrated signal conditioning block for ECG and

other biopotential measurement applications. It is designed to extract, amplify, and filter

small biopotential signals in the presence of noisy conditions, such as those created by motion

or remote electrode placement. This design allows for an ultra-low power analog-to-digital

converter (ADC) or an embedded microcontroller to acquire the output signal easily.

• The Bluetooth Module: HC 05 (ZS 040) 3 is an easy to use Bluetooth SPP (Serial

Port Protocol) module, designed for transparent wireless seria connection setup. Its makes

an easy way to interface with controller or PC. HC-05 Bluetooth module provides switching

mode between master and slave mode.

We start by placing the electrodes on the chest. After that, the microcontroller starts reading the

recorded values from the AD8232. These data, are sent via bluetooth to an edge device (computer

in our case) in order to process them. The described steps are illustrated in figure 2.3 and through

the flowchart 2.4 which represents both the setup and loop functions of the arduino program.

2The datasheet can be found at: https://www.analog.com/media/en/technical-documentation/data-sheets/

ad8232.pdf
3The HC 05 user manual can be found at: https://www.gme.cz/data/attachments/dsh.772-148.1.pdf

https://www.analog.com/media/en/technical-documentation/data-sheets/ad8232.pdf
https://www.analog.com/media/en/technical-documentation/data-sheets/ad8232.pdf
https://www.gme.cz/data/attachments/dsh.772-148.1.pdf
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Figure 2.2: General schematic of the implemented system

Figure 2.3: General block diagram of the implemented circuit



2.3. DENOISING

Figure 2.4: Arduino program flowchart

2.3 Denoising

Denoising is a required step when it comes to ECG signals. It removes noise which interfere with

the ECG components and affect the quality of the analysis. There exist various types of noises,

but the most significant ones are [10]:

• Baseline wandering (BW): It is a slow varying artifact that considerably affects the ST

segment of the ECG signal. The BW noise spectrum is localized in low frequencies, usually

less than 0.5HZ but it can be higher due to stress and nervousness. It is mainly due to

patient respiration, more precisely, the spatial change caused by lung movement. It can be

also generated from motion and change in the electrode-skin impedance.

• Powerline Interference (PLI): The PLI component and its harmonics are known to be

the most disturbing noise sources in bio-potential recordings. It makes the boundary regions

of P-waves and T-waves unidentifiable, its frequency spectrum is quite narrow and centered

around 50HZ /60HZ (depending on the country). This noise comes from several sources,
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among which:

– The power line electromagnetic interference

– Electromagnetic field (EMF) by the machinery which is placed nearby

– Electrical equipment such as air conditioner, elevators and X-ray units draw heavy power

line current, which induce 50 Hz / 60HZ signals in the input circuits of the ECG machine

• Muscle artifacts: Known as Electromyography (EMG) noise, it occurs at the time of muscle

activity during an ECG recording especially in stress or nervousness tests. It consists of a

maximum frequency of 10 KHz

• Patient–Electrode Motion Artifacts: The movement of the electrodes away from the

contact area on the skin leads to variations in the impedance between the electrode and skin

causing potential variations in the ECG.

We may also state other noise sources such as the instrumentation noise produced by the

equipment composing the recording section (probes, cables, analog to digital converter, etc.).

Obviously, these types of interference could be significantly reduced by a careful choice of

high-quality devices.

There are many techniques that can be used to denoise the ECG signal, but much attention has

been placed recently on the wavelet transform as it is much more effective than the traditional

filtering methods. The Hard and soft threshold method are the most commonly used wavelet

threshold denoising techniques [34].

The classical Discrete Wavelet Transform DWT suffers from a major drawback: it is not a time-

invariant transform, which is a valuable property for signal analysis [42]. This means that DWT

brings out a transform shift. In contrast, the stationary wavelet transformation (SWT) is proposed

on the foundation of orthogonal wavelet transformation, which brings the properties of shift and

scale invariance.

2.3.1 The Wavelet Transform

Wavelets are finite support duration waveforms that have an average of zero. The wavelet anal-

ysis decomposes signals using an orthonormal family of basis functions. This analysis is suited

for transient, time-varying signals, thus well suited for the ECG signals in our case. The wavelet

transform, is computed by convolving the signal under processing and the wavelet function [36].
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There are several wavelet families that can be used for denoising and filtering purposes, among

which we may mention: Daubechies, biorthogonal, Haar, and Symlet.

The mother wavelet is chosen from the previous families and it must satisfy the admissibility

condition illustrated by the equation 2.1. It implies that the Fourier transform of Ψ(t) vanishes at

the zero frequency. In other words, wavelets must have a bandpass-like spectrum. The property

also means that the average value of the wavelet in the time domain must be zero.

CΨ = 2π

∫ +∞

−∞

|Ψ(ω)|2

ω
dω (2.1)

Where Ψ(ω) is the Fourier transform of Ψ(t).

The wavelet transform of a signal x(t) is then defined by:

W (b, a) =

∫ +∞

−∞
x(t)

1√
a

Ψ∗(
t− b
a

)dt (2.2)

Where a is the scale parameter, b is the shift parameter, and Ψ*(t) is the complex conjugate of

the mother wavelet Ψ(t).

If we take the discrete value of the scale and the shift parameter respectively: a = 2j , b = 2jk.

The discrete wavelet transforms (DWT) of x(t) can be defined as:

W (k, j) =

∫ +∞

−∞
x(t)

1√
2j

Ψ∗(2−jt− k)dt (2.3)

The DWT is implemented by combining high-pass filters Hj and low-pass filters Lj as shown in

figure 2.5.

Figure 2.5: Block diagram of multi-level DWT of x(t) [49]

Figure 2.5 shows a decomposition of wavelet transform implementation of a signal given by x(t).
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It consists of a high pass filter h(n) and a low pass filter g(n) which is basically a mirror version of

h(n). The down sampled outputs help in providing the detail coefficients dn and the approximation

an.

As explained earlier, the DWT is not a time-invariant transform; whereas the SWT makes such

a transform possible by up-sampling the filter coefficients of the high-pass filters and the low-pass

filters.

The wavelet coefficients are given by the sequences dj and the scaling coefficient is given by the

sequence aj . Where j represents the order of SWT. This process is illustrated in figure 2.6 where

filters in each level are up-sampled versions of h(n) and g(n).

Figure 2.6: Block diagram of multi-level SWT of x(t) [49]

2.3.1.0.1 Threshold Function

Hard and soft threshold functions are the most commonly used approaches; they have their own

characteristics and limitations. Hard threshold function hurts the signal continuity, which brings

out the oscillation and poor smoothness of the reconstructed signal. Whereas, soft thresholding

is a method implemented by first setting to zero coefficients whose absolute values are lower than

the threshold λ then shrinking the nonzero coefficients toward zero.

2.3.2 The Denoising Procedure

The SWT based method provides effective signal denoising with minimum computational complex-

ity. It consists of the following steps:
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1. Input the signal to be denoised

2. Select a wavelet and determine the decomposition level J for denoising

3. Take the J level discrete stationary wavelet transform (SWT) of the signal, referred to as

detail components of each level and the Jth approximation component

4. Select a threshold for each detail component and apply the proposed threshold function to

the detail components

5. Take the inverse stationary wavelet transform (ISWT)

The denoising specifications applied on the MIT-BIH database are:

• Mother Wavelet: Daubechies 1 4

• Level of Decomposition: N=4

• Threshold Function: Soft

• Selected Threshold Value: λ = 7.574

As an example, figures 2.7 and 2.8 depict the denoising process of the MIT BIH’s record 100.

Figure 2.7: Record 100 MIT BIH before denoising

4Daubechies wavelets extend the Haar wavelets by using longer filters, that produce smoother scaling functions

and wavelets.
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Figure 2.8: Record 100 MIT BIH after denoising

The denoising specifications for the collected data

Since the collected recordings were 10min long, a signal extension was necessary to satisfy the

compatibility between the level of decomposition and the length of the signal. For this purpose,

the zero padding technique was used; it refers to adding zeros to the end of a time domain signal

to increase its length.

2.4 Segmentation

The main objective of the segmentation process is to divide the recordings into individual beats,

by detecting the R peak locations. This, would allow us to further process the ECG signals and

extract the necessary features. We have used two different methods, one for each database:

2.4.1 MIT BIH Arrhythmia

A DWT based algorithm 5 was implemented using the Symlet4 wavelet with N=4. As can be seen

in figure 2.9, the Symlet4 was chosen due to its resemblance with the QRS complex.

The aim of this algorithm is to preserve R peaks while eliminating the low frequency bands (i.e.,

p-wave and T-wave frequencies). This implies that a band pass filtering action is needed.

First, we applied the undecimated wavelet transform which separates the signal components into

different frequency bands. After that, the approximation coefficient a4 was eliminated because it

carries all the low frequency details of the ECG signal. Similarly, the detail coefficients d1 and

5This detection can be done using a normal frequency selective bandpass filter, but the wavelet transform gives

much better results and higher accuracy since the QRS complex is not always sharp.
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d2 were not considered. After considering only d3 and d4 to achieve the band pass filtering, we

constructed a signal using the IWT where the R peaks are well presented. Finally, a peak detection

technique was used by taking the maximum peak in a window. As an output, the obtained R peak

locations were stored in an array for each record. Figure 2.10 shows an example of the detected R

peaks on record 100.

Figure 2.9: Symlet 4 wavelet vs. the QRS complex

Figure 2.10: Detected R peaks MIT BIH Arrhythmia record 100
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2.4.2 The Collected Data

For the denoised collected ECG signals, we utilized manual segmentation using a sliding window

with fixed conditions. First, we started by setting the window size (135 samples). The idea is about

sliding this window and detecting the peak each time. However, some restrictions were added to

avoid some types of errors:

• Comparing the indexes of the currently detected peak and the previous one, to avoid detecting

the same R peak twice

• Comparing the amplitude of the detected peak with a certain threshold to avoid detecting a

noise as an R peak

Figure 2.11 shows the detected R peaks for record 308.

Figure 2.11: Detected R peaks record 308 (collected data)

2.5 Feature Extraction

After denoising and segmentation, the data is now ready to be processed to extract the needed

features for our algorithm. Mainly three features were generated to form what we call a template

for each record. Each template contains the following information:

1. R peaks magnitudes: nine successive R peak magnitudes

2. RR distances: the interval between two successive R waves. Nine RR intervals were ex-

tracted from each record in our datasets. They consist of RRprevious and RRfollowing:

• RRprevious: RR[i− 1] the interval between the ith R wave and the previous R wave.

• RRfollowing: RR[i+ 1] the interval between the ith R wave and the next R wave.
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3. An average beat of that record: we took fifteen R peak to calculate the morphological

points by summing each of the identical points of the 15 beats, then averaging them. The

process is explained in flowchart 2.12. This results in samples representing a typical beat of

that person.

Figure 2.12: Average beat calculation flowchart



2.6. TEMPLATE MATCHING

2.6 Template Matching

Each of the previously generated templates were stored in a database in order to train and test our

matching algorithm. The main idea is that each time we want to identify a person, we generate

a template and compare it with the already stored ones in the database. If it achieves a certain

threshold, a possible match is considered. This is called ”template matching” and will be seen in

details in the next chapter.

Conclusion

In this chapter we have seen the overall structure of our system, starting by the used databases.

Moving to cleaning the data by eliminating noise, processing it to extract the needed features and

generating templates for each record. Finally, matching ECGs in order to properly identify people.

In the coming chapter, we will be seeing the operation of our matching algorithm. In addition to

the implementation of an Android application to introduce the whole system to the user.
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Implementation

Introduction

In the previous chapter, we have seen the most important stages of any ECG biometric based

system. These stages can be further divided into two main categories: the preprocessing and

template matching stages. The preprocessing phase prepares the data from raw data to perfectly

defined templates ready to use, by passing through denoising, segmenting, and feature extraction.

Whereas, the template matching phase takes an input signal, generates a template of that signal

using the same previous process, and finally compares the generated template with the ones stored

in the database. In this chapter, we will see the detailed implementation of this template matching,

how it is done, and how can we deduce whether there is a match or not. Moreover, obtaining a

result and identifying the persons will not be enough. In order to employ this ECG identification

feature in a useful situation, we thought of adding an android application. This user friendly

application, will complete our software/ hardware system. It will serve as a guide to our hardware

system and as a visualization tool of the results. Besides, it will serve as a link between the doctor

and her/his patients.

3.1 Tools and Technologies

In this section each of the tools and technologies used to realize our project will be presented briefly.

3.1.1 Development Tools

• Google Colaboratory: Colaboratory, or “Colab” for short, is a product from Google Re-

search. It allows writing and executing arbitrary python code through the browser, and is

especially well suited to machine learning, data analysis and education. More technically,

Colab is a hosted Jupyter notebook service that requires no setup to use, while providing

free access to computing resources including GPUs [7].
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• Processing: Processing is a free graphical library and integrated development environment

(IDE) built for the electronic arts, new media art, and visual design communities. The

Processing Environment includes a text editor, a compiler, and a display window. The

Processing IDE is similar to Arduino in terms of structure. It has setup functions and draw

functions like an Arduino has a setup and loop function. It can establish connection with

the Arduino through serial communication. This way, data can be exchanged between the

Arduino and the Processing IDE [32].

• Visual Studio Code: Visual Studio Code is a free coding editor.It supports several pro-

gramming languages, including Python, Java, C++, JavaScript, and more [25].

• Flutter: Flutter is an open-source UI framework created by Google and released in May 2017.

It is used to develop cross platform applications for Android, iOS, Linux, Mac, Windows,

Google Fuchsia, and the web from a single codebase. Flutter consists of two important parts

[8]:

– An SDK (Software Development Kit): A collection of tools to help developing applica-

tions. This includes tools to compile code into native machine code (code for iOS and

Android).

– A Framework (UI Library based on widgets): A collection of reusable UI elements (but-

tons, text inputs, sliders, and other elements) that can be personalized if needed.

• MySQL Workbench: MySQL Workbench is a visual database design tool that integrates

SQL development, administration, database design, creation and maintenance into a single

integrated development environment for the MySQL database system.

3.1.2 Programming Languages

• Python: Python is an interpreted high-level general-purpose programming language. Python’s

design philosophy emphasizes code readability with its notable use of significant indentation.

Its language constructs as well as its object-oriented approach aim to help writing clear,

logical code for small and large-scale projects [48].

• Matlab: An abbreviation of ”matrix laboratory”, MATLAB is a proprietary multi-paradigm

programming language and numeric computing environment developed by MathWorks. It

allows matrix manipulations, plotting of functions and data, implementation of algorithms,
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creation of user interfaces, and interfacing with programs written in other languages [24].

• Dart: Dart is a programming language optimized for applications on multiple platforms. It

is developed by Google and is used to create mobile, desktop, server and web applications.

It is an object-oriented, class-based, memory-recovery language with C-like syntax. Dart can

be compiled as native code or as JavaScript [46].

3.2 Template Matching

Before digging into the implementation of the template matching stage described in section 2.6,

we would like to introduce a statistical measure ”The Correlation Factor” since it represents the

basis of our comparison.

3.2.1 Correlation Factor

Correlation coefficients are used to measure how strong a relationship is between two variables.

The values range between -1.0 and 1.0. A correlation of -1.0 shows a perfect negative correlation,

while a correlation of 1.0 shows a perfect positive correlation. A correlation of 0.0 shows no linear

relationship between the movement of the two variables.

There are several types of correlation coefficients, but the most common one is the Pearson corre-

lation (Γ). It measures the strength and direction of the linear relationship between two variables.

The formula of this coefficient is given by equation 3.1.

Γxy =

∑N
n=1(xn − x̄)(yn − ȳ)√∑N

n=1(xn − x̄)2
∑N

n=1(yn − ȳ)2

(3.1)

Where Γxy is the correlation coefficient between the input template yn and the stored templates

xn, n denotes the number of samples, and N is the length of the template.

3.2.2 Template Matching Algorithm

Template matching represents the last step of the identification process. We start by introducing

an ECG signal to our template generator (the signal will be denoised, segmented into individual

beats; then, the features seen earlier ,in section 2.5, will be extracted to generate a template).

After that, the generated template will be compared with the templates stored in our database

based on the correlation coefficient.

If the highest correlation coefficient is greater than a certain threshold (threshold = 0.8465), a
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possible match between the template and the person to be identified is considered. In other words,

the person associated with the input signal with the highest correlation coefficient is selected as a

match if and only if it exceeds the specified threshold. The whole process is illustrated in figure

3.1.

Figure 3.1: Template Matching Process

3.3 Android Application Implementation

Our android application was implemented using Visual Studio Code, Flutter, Dart, and Firebase.

In this section, we will see the overall design of our application in addition to its different possible

scenarios.

3.3.1 Design Requirements

To implement an application, a mandatory step is to start with having a clear idea about the

external entities that will interact with the system, the possible interactions, and their order of

occurrence. For this purpose, Unified Modeling Language ”UML” is used by software engineers to

model the system before starting the actual implementation.

3.3.1.1 Unified Modeling Language

UML is a standardized modeling language consisting of an integrated set of diagrams. It is a very

important part of developing object oriented software and the software development process in

general. The UML uses mostly graphical notations to express the design of the projects. It makes
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use of elements and forms linked together to form diagrams which can be classified into two types

[1]:

• Structural Diagrams: Capture static structure of the system. Structural Diagrams include:

– Component diagram

– Object diagram

– Deployment diagram.

• Behavior Diagrams: Capture dynamic aspects of the system. Behavior diagrams include:

– Use case diagram

– State diagram

– Activity diagram

– Interaction diagram.

Figure 3.2 illustrates the hierarchy of diagrams in UML2.2.
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Figure 3.2: UML2.2 diagrams structure

3.3.2 Modeling

3.3.2.1 Use Case Diagram

Definition

A use case diagram is a graphical depiction of an actor’s possible interactions with a system. It

shows the several use cases and types of users the system has.

Use Case Diagram Components

Any use case diagram has three components which are:

• Use cases: a set of actions, services and functions that the system needs to perform. They

are represented using labeled circles.

• Actors: individuals involved with the system defined according to their roles. An actor can

be a human or another external system.
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• Relationships: we used four types of relationships:

– Association: it is the relationship between an actor and a use case. It indicates that

an actor can use a certain functionality of the system.

– Include: it is a relationship between two use cases. It signifies that the use case on the

side to which the arrow points is included in the use case on the other side of the arrow.

This means that for one functionality that the system provides, another functionality of

the system is accessed.

– Extend: it indicates alternative options under a certain use case. In other words, it

extends the base case and adds more functionality to the system.

– Generalization of a use case: it refers to the relationship which can exist between

two use cases. It shows that one use case (child) inherits the structure, behavior and

relationships of another use case (parent)

In our application, we have two actors:The Patient and The doctor. Table 3.1 resumes all the

use cases for each actor depending on his role. Moreover, figure 3.3 illustrates the use case diagram

of our application.
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Figure 3.3: Use case diagram of our application

3.3.2.2 Sequence Diagram

Definition

Sequence diagrams in UML show how objects interact with each other and the order of the

occurrence of these interactions. Each sequence diagram shows the interactions for a particular

scenario. The processes are represented vertically whereas interactions are represented as arrows.

Used Sequence Diagram Components

• Actor: shows entities that interact with the system.

• Life line: represents the passage of time as it extends downward. This dashed vertical line

shows the sequential events that occur to an object during the charted process. Life lines
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Actor Use cases

Patient

- Choose category

- Follow the guide

- Create new account (if the user is not recog-

nized)

- Check ECG

• Visualize previous records

• Display heart rate

• Read doctor’s messages

Doctor

- Choose category

- Login

- Select patient

- Visualize the recordings

- Send messages

Table 3.1: Actors use cases summary

may begin with a labeled rectangle shape or an actor symbol.

• Activation box: represents the time an object needs for an object to complete a task.

• Synchronous message: represented by a solid line with a solid arrowhead. This symbol is

used when a sender must wait for a response to a message before it continues. The diagram

should show both the call and the reply.

• Asynchronous message: represented by a solid line with a lined arrowhead. Asynchronous

messages do not require a response before the sender continues. Only the call should be

included in the diagram.

• Return message: represented by a dashed line with a lined arrowhead, these messages are

replies to calls.

• Self message: used when a call is sent from a life line to itself.

• Alternative fragment operator: divides fragments into groups and defines conditions for

each group. Only the one whose conditions are satisfied will be executed.
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• Reference fragment: refers to an interaction defined on another diagram. The frame will

cover all the life lines involved in the interaction.

Sequence Diagrams Of Our Application

Our system consists of seven sequence diagrams. Each of them, will be followed by its textual

description.

1. Sequence diagram 01: Doctor Login: represented by table 3.2 and figure 3.4.

2. Sequence diagram 02: Data visualization: represented by table 3.3 and figure 3.5.

3. Sequence diagram 03: Patient Identification: represented by table 3.4 and figure 3.6.

4. Sequence diagram 04 : Sign in: represented by table 3.5 and figure 3.7.

5. Sequence diagram 05 : Check ECG: See previous recordings: represented by table

3.6 and figure 3.8.

6. Sequence diagram 06: Check ECG: Heart rate: represented by table 3.7 and figure

3.9.

7. Sequence diagram 07: Check ECG: read doctor’s message: represented by table 3.8

and figure 3.10.
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Use case name Doctor Login

Actor Doctor

Scenario

- The user launches the application

- The system displays the main layout

- The user selects the doctor category

- The system displays the login layout

- The user enters ID and password

- The system needs to verify the entered ID

and password

Alternative
- If ID and password correct:the system will

display list of patients

- Else: the system displays an error message

Table 3.2: Scenario 1: Doctor Login textual description

Figure 3.4: Scenario 1: Doctor Login
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Use case name Data Visualization

Actor Doctor

Precondition Scenario 1: Doctor Login

Scenario

- The doctor selects one patient from the list

of patients

- The system displays the list of recordings of

the selected patient

- The doctor selects a recording

- The system visualizes the ECG signal

Optional
- The doctor will have the choice either to write

a message to his patient or not.

Table 3.3: Scenario 2: Data visualization textual description

Figure 3.5: Scenario 2: Data visualization
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Use case name Patient Identification

Actor Patient

Scenario

- The user launches the application

- The system displays the main layout

- The user selects the patient category

- The system displays the guide layout which

illustrates the instructions for placing the elec-

trodes

- The user clicks the next button when ready

- The system displays a waiting layout while

processing in the background the ECG of the

patient

Alternative
- If the ECG is matched, hence the person is

identified, the system displays the check ECG

layout

- Else, if the person is not identified, the system

displays a sign up layout

Table 3.4: Scenario 3: Patient Identification textual description

Figure 3.6: Scenario 3: Patient
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Use case name Patient Sign up

Actor Patient

Precondition Scenario 3: Patient Identification

Scenario

- The user fills in the registration form (the

input fields)

- The system sends a query to the server to

insert the patient information

- The server executes the query and checks the

validity of the entered data and sends a confir-

mation message to the system

- The system displays the Check ECG layout

Table 3.5: Scenario 4: Patient sign up textual description

Figure 3.7: Scenario 4: Patient Sign up



3.3. ANDROID APPLICATION IMPLEMENTATION

Use case name See previous recordings

Actor Patient

Precondition Scenario 3: Patient Identification

Scenario

- The user clicks the ”See previous recordings”

button

- The system displays the list of the saved

recordings

- The user chooses one recording from the dis-

played list

- The system visualized the selected recording

Table 3.6: Scenario 5: ”See previous recordings” textual description

Figure 3.8: Scenario 5: See previous recordings
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Use case name See previous recordings

Actor Patient

Precondition Scenario 3: Patient Identification

Scenario
- The user clicks the ”Heart rate” button

- The system displays the calculated heart rate

of the patient

Table 3.7: Scenario 6: ”Heart Rate” textual description

Figure 3.9: Scenario 6: Heart rate
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Use case name See previous recordings

Actor Patient

Precondition Scenario 3: Patient Identification

Scenario
- The user clicks on the ”Read doctor’s mes-

sages” button

- The system displays the doctors messages

Table 3.8: Scenario 7: ”Check doctor’s messages” textual description

Figure 3.10: Scenario 7: Check doctor’s messages

3.3.3 Database

Definition

A database is a collection of related data or information usually stored and accessed using a

computer system. A DBMS is used for defining, creating, maintaining, and controlling access to

the database[1].
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Class Diagram

Before creating the database, designing the appropriate UML class diagram is a crucial step. It

presents an overview of the used data.

As figure 3.11 illustrates, the following rules were taken into consideration:

• A patient can have only one doctor but a doctor can have several patients.

• A patient can have many records and a record belongs to only one patient.

• A patient can send several messages but a message is sent to a single patient.

Figure 3.11: Class Diagram

After setting the management rules and realizing the class diagram, the next step is to transform

this diagram into an equivalent relational model as follows:

• First, we create a table for each class whose fields are attributes of the class diagram.

• After that, we choose a primary key for each table.
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• Then, we assign foreign keys.

• Finally, we set the class diagram associations as database relationships the obtained EER

diagram is represented in figure 3.12 .

Figure 3.12: Enhanced Entity Relationship Diagram

3.3.4 User Interfaces

Figure 3.13 shows the design of our user interface through some layouts screenshots.
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(a) The main layout (b) The guide layout (c) The patient sign up layout

(d) The check ECG layout (e) The doctor login layout (f) The list of patients layout

Figure 3.13: Some user interfaces from the android application
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Conclusion

In this chapter we have covered, the last step in the ECG identification process, which is the

Template Matching. In addition, we have seen both the skeleton and the design of our user

friendly application through UML diagrams and the different layouts. In the coming chapter, we

will present and discuss all the obtained results at each of the previously discussed stages.



Chapter 4

Results and Discussion

Introduction

In this chapter, we will outline the various methods we used to evaluate our models. Following

that, we will discuss the results achieved through the aforementioned techniques.

4.1 Evaluation Metrics

In equations 4.1, 4.2, 4.3, and 4.4:

• TP : is true positives

• FP : is false positives

• TN : is true negatives

• FN : is false negatives

4.1.1 Sensitivity

Sensitivity is the metric that evaluates a model’s ability to predict true positives of each available

category. Also called ”Recall”, it is the true positive rate, i.e., the ratio of correctly predicted

positive to the total number of actually positive observations. It is given by equation 4.1.

sensitivity =
TP

TP + FN
(4.1)

4.1.2 Positive Predictive Value

The Positive Predictive Value (PPV) or precision is the proportion of correct positive predictions

for the total number of positive observations. It is given by equation 4.2.

PPV =
TP

TP + FP
(4.2)
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4.1.3 False Rejection Rate

The FRR (false rejection rate), is the probability of cases for which a biometric system fallaciously

denies access to an authorized person. It happens when a biometric system, solution or application

fails to match the biometric input with a stored template, fallaciously returning a no-match and

denying access to an authorized person. It is given by equation 4.3.

FRR =
FN

TP + FN
(4.3)

4.1.4 Accuracy

Accuracy represents the proportion of the total number of predictions that were correct. In other

words, it is the ratio of the correct predicted observations made by the model over all-kinds of

predictions made. It is given by equation 4.4.

accuracy =
TP + TN

TP + FP + TN + FN
(4.4)

4.2 Results

In this section we will show the different results obtained in each of the previously discussed stages,

as well as the overall performance of our system.

4.2.1 Denoising

By applying the wavelet transform explained in section 2.3 we could obtain good results by elimi-

nating the apparent noise without losing the main characteristics of our ECG signals. Figure 4.1

shows the effect of applying the filter on a record from each of the collected data. 1

1There is no evaluation metric for the denoising in our case, since the amount of original noise in unknown.
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(a) Record 308 before denoising (b) Record 308 after denoising

Figure 4.1: Record 308 before and after denoising

4.2.2 Segmentation

As explained earlier in section 2.4 two different approaches were used on our datasets in order to

segment the ECG signals into beats by identifying the R-peaks. Table 4.1 summarizes the obtained

results on both the collected data and the MIT BIH Arrhythmia.

Dataset Sensitivity Positive Predictivity

Collected data 99.76% 99.46%

MIT BIH Arrhythmia 100% 100%

Table 4.1: Detected R peaks on both the collected data and MIT BIH Arrhythmia datasets

4.2.3 Feature Extraction

As mentioned before we extracted three main features in order to generate the templates for each

record: the Rmagnitude, RRdistances, and the average beat. Figure 4.2 shows an average beat for

record 100 (from the MIT BIH Arrhthmia database) and record 308 from the collected data.
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(a) Record 100 normal beat template (MIT BIH Arrhythmia) (b) Record 308 Normal beat template (Collected data)

Figure 4.2: Normalized beat templates

4.2.4 Template Matching

In order to measure the efficiency and test the performance of our system, we calculated the dif-

ferent evaluation metrics presented in section 4.1 The results of the calculations are summarized

in tables 4.2 and 4.3. 2

Database number of subjects number of correctly

identified subjects

number of misidenti-

fied subjects

MIT BIH Arrhythmia 44 40 4

Collected data 8 7 1

Table 4.2: Results of identification on MIT BIH and collected data

2The MIT BIH Arrhythmia database contains four paced beat recordings, they were excluded
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Database Accuracy FRR

MIT BIH Arrhythmia 90.90% 0.047

Collected data 87.5% 0

Table 4.3: Results of identification on MIT BIH and collected data (calculations)

4.3 Discussion

In this work we proposed an ECG based monitoring system. We suggested different methods for

each of the major phases of any identification system.

We started by cleaning the ECG signals. As can be seen in the results section, the wavelet trans-

form was a good choice for the denoising stage. It represents an effective method for eliminating

the noise from the ECG signals while preserving the main properties and important information

carried by the signal. Unfotunately, the mathematical evaluation of the applied filter was not

possible because we ignore the amount of noise that affects our signals.

For the segmentation phase, we could notice that the results were quite high on the two used

datasets despite using two different methods (ranging from 99.46% to 100%). However, the wavelet

based R peak detection was slightly more accurate by not missing any R peak, this represents a

huge advantage in avoiding the errors while generating the templates and even calculating the heart

rate. The only drawback of this method is the execution time which is longer than the conditioned

window method.

Concerning the most important step of the identification process, the template matching, we could

achieve acceptable results. It is known that the MIT-BIH Arrhythmia database subjects contain a

lot of pathologies which makes identifying such signals quite difficult due to the different changes

in the cardiac rhythm and even the shape of the heart beats. Despite this difficulty, we managed

to correctly identify 40 subjects out of 44 recordings. We excluded 4 recordings from the original

database (records 102, 104, 107, and 217) because they belong to subjects with paced beats. This

led us to achieve an accuracy of 90.90%. For the collected data, it was a much smaller database
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because we collected it by ourselves. Nevertheless, we could gather a good quality data appropriate

for a study. The used sensor was able to output a stable ECG signal compared to its cost. We

were able to identify 7 subjects out of 8 with an accuracy of 87.5%. Due to the size of the dataset

we cannot really judge the real performance of the system over the collected data. Maybe a larger

dataset would give better results by more familiarizing the system with this type of data.

In overall, the performance of our system in each of the previous stages was good. The originality of

our work lies in proposing a complete system with hardware, software, and even a phone application.

Moreover, we could employ a trending research topic ,which is using ECG as a biometric, in a real

world application to solve one of the major problems in Algeria as well as the world ”the digitization

of the health system”. Despite the good performance, there is still a room for future improvement.

Conclusion

In this chapter, we described the metrics used for the evaluation of our proposed system. First,

we showed the results of the denoising step using the wavelet transform on both datasets. Then,

we compared the performance of the different approaches used in the segmentation phase. After

that, we gave an example of the generated average beats by taking one record from each dataset.

Finally, we calculated the described evaluation metrics in order to measure the performance of our

entire system. We could notice that the results were pretty good despite the difficulty of identifying

the abnormal records from the MIT BIH arrhythmia database.



Conclusion and Future Work
The proposed system aims to auto identify the users based on their ECG signals. It also acts as a

bridge between the physician and his patients by offering the remote monitoring option. We can

divide the implemented work into three main pillars: the hardware system that serves as a data

collector, the ECG biometric system which represents the identification part of the project, and

an Android application that introduces the whole project through a user friendly interface making

the interaction much easier.

Generalities and theoretical background were presented in the first chapter. It highlighted the

other biometric modalities and the reasons of choosing ECG over them. It also provided a brief

overview of the literature and the work already implemented in this field. The second chapter,

discussed the general structure of the system. Starting from the data collection through our hard-

ware system and the used database ”MIT-BIH Arrhythmia”. It also described the used methods

in all of the denoising, segmentation, feature extraction, and template matching stages. The third

chapter, described the used tools and technologies in our implementation. Moreover, it included

the detailed implementation of the correlation factor based template matching. It also presented

the design requirements, modeling and user interface of the implemented phone application.

From the results discussed in the fourth chapter we can conclude that the system was success-

fully implemented and our initial objectives were met. The achieved results are quite promising:

clean denoised ECG signals, more than 99.46% of the R peaks were correctly detected, 90.90% of

the subjects from the MIT BIH Arrhythmia database were correctly identified with 4.7% of false

rejection rate, and 87.5% for the collected data with 0% of false rejection rate.

Despite the promising results, further work needs to be carried out in order to improve our system.

• One of the ways we could improve our work is by testing it on larger datasets with different

cardiovascular illnesses not only arrhythmia. That way, our system will be familiar with a

variety of abnormalities.
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• Another key of improvement is adding an automatic heart beat classifier. This would make

the system more of an autonomous monitoring system without waiting for the physician’s

diagnosis.

• Furthermore, treating the identification process as a classification problem instead of a match-

ing problem would give a higher accuracy. However, this approach might be computationally

expensive.

• Finally, we believe as well that the used hardware plays a major role in obtaining good results,

so using more sophisticated sensors or edge device would reduce the response time and give

more steady results.
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