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                                  Abstract 

 

This master's thesis delves into the comprehensive study of Photovoltaic (PV) systems, 

focusing on various aspects critical to their efficient operation and optimization. The work is 

divided into five chapters, each addressing a distinct facet of PV technology and control 

techniques. 

 

Chapter 1 provides a foundational understanding of PV systems, including an introduction to 

solar energy, photovoltaic cell technology, PV modeling, and the characteristics of solar cell I-V 

curves. 

 

In Chapter 2, the focus shifts to DC-DC converters, exploring the principles and operation of 

Boost and Buck converters, as well as the versatile Buck-Boost inverter converter. The 

advantages of Boost converters are also highlighted. 

 

Chapter 3 delves into the critical topic of Maximum Power Point Tracking (MPPT), 

elucidating the principles behind MPPT operation, typical MPPT-based PV system 

configurations, and the classification of MPPT algorithms, including indirect and direct methods. 

 

Chapter 4 introduces soft computing algorithms and novel techniques for MPPT, including 

Particle Swarm Optimization (PSO), Grey Wolf Optimization (GWO), Seagull Optimization 

Algorithm (SOA), and the innovative Guided Seagull Optimizer. These algorithms play a pivotal 

role in enhancing the performance of PV systems. 

 

Finally, in Chapter 5, the thesis presents simulation and experimental results to validate the 

effectiveness of the discussed algorithms under varying irradiance conditions, offering insights 

into their real-world applicability and performance.This research contributes to the growing body 

of knowledge surrounding PV systems, offering valuable insights into their operation, 

optimization, and control, with a particular emphasis on the application of soft computing 

techniques to maximize energy extraction. 
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General Introduction 

 

 

In a world where sustainable energy sources are becoming increasingly imperative, 

photovoltaic (PV) systems have emerged as a beacon of hope, offering a clean and renewable 

solution to meet our growing energy needs. Harnessing the power of the sun, these systems have 

revolutionized the way we generate electricity and reduce our carbon footprint. As the global 

transition toward green energy accelerates, understanding the intricacies of PV technology and 

optimizing its efficiency becomes paramount. 

 

Another motivation that greased the wheels to a growing uptake of solar energy systems, is 

the emerging promising and milestone technologies that led to potential improvements to the solar 

cell efficiency. Nonetheless, the fluctuating nature of the generated power caused by changing 

atmospheric conditions throughout the day, leads to significant losses and hence a poor power 

conversion efficiency. Consequently, dynamic monitoring is required to detect unpredictable 

changes in weather conditions, and accordingly drive the operating point of the system efficiently 

to fully exploit the highest possible power from PV panels. The technique by which, the system is 

supervised and controlled to benefit from the available solar energy, to the highest extend is called 

Maximum Power Point Tracking (MPPT). This solution is highly cost effective and reduces the 

complexity of the system, instead of adding more panels and equipment which requires more area 

to be occupied and increases the costs substantially. The primary mission assigned to MPP trackers 

is to impel the operating point of the system towards its optimum point at which the power is 

maximum, for whatever weather conditions. This point is the peak of the nonlinear current-voltage 

characteristic curve of the PV panel, and it is mainly affected by the surrounding circumstances, 

precisely: Solar irradiance and temperature. MPPT controllers use different strategies to drive the 

system efficiently, classical techniques such as Perturb and observe (P&O) and Incremental 

conductance (IC) are widely popular due to their simplicity and ease of implementation. However, 

these techniques cannot handle cases at which the PV array is subjected to non-uniform solar 
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irradiance, this situation is known as Partial Shading Conditions (PSC) and it occurs when parts 

of the PV array are shaded due to certain external influences. This urged the research community 

to propose an enormous number of soft computing and artificial intelligence techniques to tackle 

the effects of partial shading conditions. Most of them have demonstrated effectiveness in dealing 

various situations, and they far outperform conventional methods. However, these optimizers have 

distinct characteristics concerning their convergence speed, robustness, efficiency and 

implementation complexity, and may sometimes fail under complex shading patterns. This 

impelled us to investigate the latest progress in the world of soft computing and metaheuristic 

algorithms. A survey of the some prominent and recent techniques is provided, along with their 

feasibility in Maximum Power Point Tracking. The main contribution of this project is to introduce 

the implementation of three powerful and fast novel metaheuristic algorithms: Equilibrium 

Optimizer (EO), Seagull Optimization Algorithm (SOA) in maximum power tracking, to drive a 

standalone PV system exposed to several solar irradiance levels and shading scenarios. Tracking 

speed and efficiency collected from various simulation tests, are the assessment parameters used 

to carry out the performance evaluation of the proposed optimizers. 

 

This master's thesis embarks on a comprehensive exploration of PV systems, delving into the 

fundamental principles, technologies, and innovative strategies aimed at maximizing their energy 

production. The research is structured into five distinct chapters, each dedicated to unraveling a 

specific facet of PV systems and their control mechanisms.  

 

Through this comprehensive exploration, this thesis contributes to the growing body of 

knowledge surrounding PV systems, offering a deeper understanding of their operation, 

optimization, and control. It underscores the significance of soft computing techniques in 

enhancing their performance and ultimately aligning our energy generation practices with a more 

sustainable and eco-conscious future. 
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Chapter 1: Generalities About Photovoltaic Systems 

 

1.1 Introduction: 

 

The use of solar energy is necessary in the industrial field due to its numerous 

characteristics, as it is an available and renewable energy. The challenge is to develop techniques 

to harness these energies and replace traditional energies.  

The conversion of solar radiation into electricity through the photovoltaic process is one of 

the ways to exploit solar resources. The production of electricity through clean means has become 

a fundamental necessity in a world threatened by pollution and the greenhouse effect [1].  

Photovoltaics PV is a clean and inexhaustible energy source. It represents an essential 

component of renewable energies that can help the world meet its ever-growing energy needs 

while limiting the increase in greenhouse gas emissions and reducing environmental pollution. 

In other words, photovoltaics is an intermittent energy source. It is an attractive solution as 

a replacement or complement to conventional sources of electricity supply due to its numerous 

advantages [1]:  

• It is a reliable means that requires little maintenance.  

• It provides electricity using free and renewable solar energy. 

• It does not require any fuel. 

• It is silent and environmentally friendly, with no pollution.  

• It has a lifespan of approximately 25 years. 

 

In this chapter, we will present some generalities about photovoltaic systems. We will 

briefly describe the most commonly used solar cells and the combination of photovoltaic cells. 

Next, we will present and elaborate on different models of a PV system, then select the 

most suitable model and describe the various equations governing it. Finally, we will simulate this 

model with varying sunlight and a fixed temperature, and with fixed sunlight and a variable 

temperature. 
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1.2 Solar energy 

 

The distance from the Earth to the Sun is approximately 150 million kilometers, and the 

speed of light is a little over 300,000 kilometers per hour [5]. Therefore, it takes about 8 minutes 

for sunlight to reach us. The solar constant is the density of solar energy that reaches the outer 

boundary of the atmosphere facing the Sun. Its commonly accepted value is 1360 watts per square 

meter W/m². At ground level, the density of solar energy is reduced to 1000 W/m² due to 

absorption in the atmosphere. Albert Einstein discovered, while working on the photoelectric 

effect, that light not only has wave characteristics but also carries energy in the form of particles 

called photons. The energy of a photon is given by the equation:  

 

                                                      𝐸 =
ℎ .𝐶

𝜆
                                                           1.1 

Where: 

h: Planck's constant. 

C: speed of light. 

Thus, the shorter the wavelength, the greater the energy of the photon [4]. 

A convenient way to express this energy is: 

 

                                                                          𝐸 =
1.26

𝜆
                                                            1.2 

 

The sun emits electromagnetic radiation, as shown in Figure (1.1), within a wavelength range 

ranging from 0.22 to 10 micrometers μm [5]. The energy associated with this solar radiation is 

approximately distributed as follows: 

• 9% in the ultraviolet range < 0.4 μm 

• 47% in the visible range 0.4 to 0.8 μm 

• 44% in the infrared range > 0.8 μm  
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Fig. 1.1 Spectrum of Solar Radiation (Earth). [13] 

 

1.3 Photovoltaic Cell  

 

1.3.1 Definition  

 

Photovoltaic cells (photon: a unit of light energy and volt: a unit of electrical potential) are 

electronic components made of semiconductor materials, commonly silicon in its various forms. 

They directly convert light energy into electricity through the photovoltaic effect. Since sunlight 

is the source of light energy, these cells are commonly referred to as solar cells. 

 

1.3.2 Principle of Operation of the Photovoltaic Cell 

 

A photovoltaic cell PV, also known as a solar cell, is the combination of two 

semiconductors, one doped P and the other doped N. At the junction of the two layers, an electric 

field is formed. This field exists even when the cell is in the dark. Under varying levels of sunlight, 

photons or light particles, carrying sufficient energy, collide with the atoms of the crystal (Figure 

1.2). They are able to move the electrons from the valence band to the conduction band of the 

semiconductor material, thus creating electron-hole pairs. Under the influence of the potential 

barrier, these pairs accumulate on the outer faces of the P and N zones [2] [3]. 
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Fig. 1.2 Collision between a photon and an atom. [14] 

 

Thus, a potential difference is created between the two faces of the cell. The metallic grids 

on the front and back of the PV cell collect the electrons and holes, which provide the generated 

electric current to an external circuit (Figure 1.3) [4]. If the photon is highly energetic, it can still 

only extract a single electron. The excess energy is lost as heat. The N region is covered by a 

metallic grid that acts as the cathode, while a metal plate (back contact) covers the other face of 

the crystal and serves as the anode. The total thickness of the crystal is in the order of millimeters. 

 

 

Fig. 1.3 Photovoltaic cell. [15] 
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1.3.3 Different types of cells 

 

Various solar cell technologies are currently being applied and developed, with over 90% 

of annual solar cell production being based on crystalline silicon [6]. Based on their base material, 

solar cells can be divided into three groups: 

• Monocrystalline silicon cells 

• Polycrystalline silicon cells 

• Amorphous silicon cells 

 

Monocrystalline cells 

These are the cells that have the highest efficiency (15-22%), but they also have the highest 

cost due to their complicated manufacturing process [7]. 

 

Polycrystalline cells 

Due to their simpler manufacturing process, their production cost is lower. However, their 

efficiency is lower compared to monocrystalline cells (13-20%) [6]. 

Amorphous cells 

They have a low efficiency (5%) [6], but they require very thin layers of silicon and have 

a low cost. They are commonly used in small consumer products such as solar calculators. 

 

It is worth noting that regardless of the material used, the efficiency of PV conversion can 

reach up to 40% [6]. These low efficiencies associated with material technology represent the 

major challenge in harnessing solar energy [1]. Thanks to the technology of new materials such as 

cadmium telluride (CdTe), gallium arsenide (GaAs), and copper indium Di selenide (CIS), solar 

cells with laboratory efficiencies of up to 40% have been developed [1]. 
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Fig. 1.4 Different types of cells. 

 

1.3.4 The Composition of a Solar Cell 

 

Solar radiation is transformed into direct current electricity through a photovoltaic cell, 

which is a semiconductor device. Since sunlight is typically a radiation source, they are commonly 

referred to as solar cells. Individual PV cells act as the foundational components for modules, 

which further serve as the building blocks for arrays and complete PV systems (refer to Figure 

1.5). 

 

 

Fig. 1.5 The Composition of a Solar Cell. [16] 
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1.3.5 Connection of Photovoltaic Cells (The Photovoltaic Module) 

 

The solar cell, which can be round or square in shape, is the basic building block of a solar 

system. A collection of cells forms a solar module, where the cells are electrically interconnected 

and encapsulated to protect them from external factors. Multiple modules make up a solar panel. 

Several panels together form a solar system or solar array, which may include additional 

components such as protective devices, a regulator, an energy storage system (battery), as well as 

monitoring and measurement devices [3]. 

The power provided by a single solar cell is very low, so several cells with similar 

characteristics need to be electrically connected and encapsulated in plastic to form a PV module. 

In the following, the different possible groupings of solar cells are presented. 

 

• Series Connection 

In a series connection, the cells are traversed by the same current, as shown in Figure 1.6. The 

resulting characteristic of the series connection is obtained by adding the voltages at a given 

current.  

 

Fig. 1.6 Series Connection of cells. [17] 

• Parallel Connection 

The properties of parallel connection of cells are the dual of those in series connection. In a 

parallel grouping of cells, the voltage across each cell is the same, as shown in Figure 1.7 which 

also represents a 2 series-strings in parallel (Mixed connection). 
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Fig. 1.7 Parallel Connection of cells.  [17] 

 

 

1.4 PV Modelling 

 

1.4.1 Ideal cell 

 

In the ideal case, a PN junction cell subjected to photovoltaic illumination and connected 

to a load can be represented by a current generator 𝑰𝒑𝒉 in parallel with a diode delivering current, 

as shown in Figure (1.8), which represents the equivalent circuit of an ideal solar cell [8]. 
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Fig. 1.8 Equivalent Circuit of Ideal Cell. [8] 

 

The equations used in this model are: 

 

 𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝑑 1.3 

  

The current 𝑰𝒑𝒉 is considered equivalent to the short-circuit current Isc when 𝑽𝒑𝒗 = 𝟎, 

which is the current obtained by short-circuiting the load. 

 

 𝐼𝑝ℎ = 𝐼𝑠𝑐 =
𝐸

𝐸𝑟𝑒𝑓
 1.4 

 

Where: 

E: The incident light intensity absorbed by the cell. 

𝑬𝒓𝒆𝒇: The reference light intensity (1000 W/m²). 

 

 𝐼𝑑 =  𝐼0(𝑒
𝑉𝑑
𝑉𝑡 − 1) 1.5 

 

Where: 

𝑰𝟎: Reverse saturation current of the diode. 

 

 𝑉𝑡 =  
𝑁𝑘𝑇

𝑞
 1.6 



 

12 

 

 

Where: 

𝑽𝒕: Thermal voltage. 

N: Ideality factor of the photovoltaic cell. 

k: Boltzmann constant   1.38 ∗ 10−23 𝑗/𝑘. 

q: Charge of an electron   1.6 ∗  10−19 𝐶. 

 

 

1.4.2. Real Cell 

 

The equivalent circuit of a real photovoltaic cell takes into account the parasitic resistive 

effects resulting from manufacturing, as shown in Figure (1.9). This equivalent circuit consists of 

a diode d representing the junction, a current source 𝑰𝒑𝒉 representing the photocurrent, a series 

resistance 𝑹𝒔  representing Joule losses, and a shunt resistance 𝑹𝒔𝒉  representing leakage current 

between the top grid and the back contact, which is generally much higher than 𝑹𝒔 [9]. 

 

 

Fig. 1.9 Equivalent Circuit of Real Cell. [9] 

 

In our work, we used the mathematical model of the solar module with a single exponential. 

The output current of a photovoltaic cell can be expressed mathematically as follows: 

 

 𝐼𝑝𝑣 =  𝐼𝑝ℎ −  𝐼𝑑 − 𝐼𝑝 1.7 
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Where: 

𝑰𝒑𝒗: Current generated by the photovoltaic cell. 

𝑰𝒑𝒉: Photocurrent created by the cell (proportional to the incident radiation). 

𝑰𝒅:  Current flowing through the diode. 

 

 𝐼𝑑 =  𝐼0(𝑒
𝑉𝑑
𝑉𝑡 − 1) 1.8 

 

 𝐼0 =  𝐼𝑜𝑟(
𝑇

𝑇𝑛
)3 𝑒

[
𝐸𝑔

𝐵𝐾
 (

1

𝑇𝑛
− 

1

𝑇
)]

  1.9 

Where: 

𝑰𝒐𝒓: Short-circuit current of the cell at the reference temperature Tn and reference irradiance. 

T: Junction temperature of the PV cells [K]. 

𝑻𝒏: Reference temperature of the PV cells [K]. 

B: Ideality factor of the junction. 

𝑬𝒈: Energy bandgap [eV]. 

 

 𝑉𝑑 =  𝑉𝑝𝑣 +  𝑅𝑠𝐼𝑝𝑣 1.10 

 

Where: 

𝑹𝒔: Series resistance represents the bulk resistance of the semiconductor material, as well as 

the ohmic and contact resistances at the cell connections. 

𝑽𝒑𝒗: Output voltage. 

𝑰𝒑: Current flowing through the 𝑹𝒔𝒉 resistor. 

𝑹𝒔𝒉: Shunt resistance represents the leakage around the p-n junction due to impurities and at 

the cell edges. 

 

By substituting equations (1.8; 1.10) into equation (1.7), the current 𝐼𝑝𝑣 becomes: 
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 𝐼𝑝𝑣 =  𝐼𝑝ℎ −  𝐼0  (𝑒
𝑉𝑝𝑣+ 𝑅𝑠𝐼𝑝𝑣

𝑉𝑡 − 1) −  
𝑉𝑝𝑣+ 𝑅𝑠𝐼𝑝𝑣

𝑅𝑠ℎ
  1.11 

Hence: 

 

 𝐼𝑝ℎ −  𝐼0  (𝑒
𝑉𝑝𝑣+ 𝑅𝑠𝐼𝑝𝑣

𝑉𝑡 − 1) −  
𝑉𝑝𝑣+ 𝑅𝑠𝐼𝑝𝑣

𝑅𝑠ℎ
− 𝐼𝑝𝑣 = 0   1.12 

 

 

1.5 Solar Cell I-V Characteristic Curve 

 

The electrical properties of PV cells are represented by a graph showing the most important 

parameters using the current and voltage.  The next figure represents the main terms and variables 

concerning Solar Cell I-V Characteristic Curve. 

 

 

Fig. 1.10 Solar Cell I-V Characteristic Curve. [18] 

 

• short-circuit current Isc  

It refers to the maximum current that a PV can deliver when the solar cell is short circuited. 
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• Open Circuit Voltage Voc 

It refers to the maximum voltage that a PV array can generate when the output is not connected 

to any load, hence no current is generated. 

 

• Maximum Power Point (MPP) 

It refers to the maximum power that a PV array can generate. 

 

There are two other important parameters that are needed to evaluate the performance of the 

solar cells, these parameters are: 

 

• Power Conversion Efficiency (𝜼) 

It refers to the proportion of solar energy received by the PV device that is successfully 

converted into usable electricity. It is quantified as the ratio between the output power of the solar 

module and the power of the incident sunlight: 

 

 𝜂 =  
𝑃𝑚𝑎𝑥

𝑃𝐼𝑛
=  

𝑉𝑀𝑃𝑃 𝐼𝑀𝑃𝑃

𝐴𝑐 𝐺
 1.13 

 

Where G is the ambient radiation and AC is the cell area. 

 

• Fill Factor (FF) 

It is represented by a green box on the figure, the fill factor represents the actual I-V 

characteristic of a solar cell. A fill factor greater than 0.7 indicates a well-performing cell. 

However, as the cell temperature rises, the fill factor decreases [10]. 

 

 𝐹𝐹 =  
𝑃𝑚𝑎𝑥

𝑉𝑜𝑐𝐼𝑠𝑐
 1.14 
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1.5.1 Influence of temperature 

 

According to the Boltzmann equation, the experience shows that the open-circuit voltage 

of a solar cell decreases with an increase in cell temperature [11,12]. 

In Figures 1.11 (a and b), we present the I-V and P-V characteristics of a 2500 photovoltaic 

module for a given sunlight level (G) and different temperatures. 

 

  

 

    A       B 

Fig. 1.11 A) I-V characteristics, B) P-V characteristics – with influence of temperature.  

 

We notice that the current depends on temperature as it slightly increases with temperature. 

However, we observe that the temperature has a negative effect on the open-circuit voltage. As the 

temperature increases, the open-circuit voltage decreases. On the other hand, the maximum power 

of the generator decreases as the temperature increases (Figure 1.11 b). 
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1.5.2 Influence of irradiance 

We have kept the temperature constant for different irradiance levels Figure 1.12 (a and b). 

 

    

 A B 

Fig. 1.12 A) I-V characteristics, B) P-V characteristics – with influence of irradiance.  

 

In Figure A, we observe that for an irradiance of G = 1000 W/m2, the short-circuit current 

Isc is 42A, and for G = 800 W/m2, Isc is 33A. We can see that the current undergoes a significant 

variation, increasing as the irradiance increases. However, the voltage varies slightly. This results 

in an increase in power when the irradiance is increased, as shown in Figure B. 

 

1.6 Conclusion 

In this chapter, we have presented the main characteristics and technologies of the 

components of a PV generator. We have also shown how to increase the current or voltage of a 

photovoltaic generator, as well as the influence of temperature and irradiance on cell efficiency. 

We have observed that power depends not only on temperature but also on irradiance. 

For the optimal operation of a photovoltaic system, it is necessary to use a matching stage 

between the PV generator and the load, or another system that we will study in the next chapter. 
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Chapter 2: DC – DC Converters 

 

2.1 Introduction: 

 

For power conversion, it is essential to maintain high efficiency to avoid power dissipation 

and excessive heating in electronic components. For this reason, all power conversion takes place 

around energy storage components (inductors and capacitors) and switches. The choice of power 

switches depends on the power level to be converted or controlled. MOSFETs (Metal-Oxide-

Semiconductor Field-Effect Transistors) are typically used for relatively low power levels (a few 

kW), while IGBTs (Insulated Gate Bipolar Transistors) are employed for higher power levels. 

Thyristors have traditionally been used and accepted for the highest power levels [19]. 

The DC-DC converter is a power electronics device that utilizes one or more controlled 

switches to modify the voltage value of a DC voltage source with high efficiency.  

The switching operation is performed at a high frequency. If the output voltage is lower 

than the input voltage, the converter is called a step-down converter (or buck converter). 

Conversely, if the output voltage is higher, it is referred to as a step-up converter (or boost 

converter). There are converters capable of operating in both directions (boost-buck). 

 Some converters are also reversible, meaning they can provide energy back to the source. 

There are different classification methods for DC-DC converters. One of them depends on the 

isolation property between the primary and secondary sides. Isolation is typically achieved using 

a transformer, which has a primary side on the input and a secondary side on the output. The 

feedback loop for control is established through another smaller transformer or optically through 

an optocoupler. As a result, the output is electrically isolated. From the input. This type includes 

converters (Fly-back) with an additional AC-DC rectifier bridge at the front. However, due to the 

bulky and costly implementation of these transformers, non-isolated DC-DC converters are more 

preferred [20]. 
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Non-isolated DC/DC converters can be classified as follows: 

 

2.2 Boost Converter 

 

2.2.1 Boost Converter Circuit 

 

A Boost converter, or parallel chopper, is a switching power supply that converts a DC 

voltage into another DC voltage of higher value. Figure 2.1 shows the basic circuit diagram of a 

Boost converter. 

 

Fig. 2.1 Block diagram of a Boost type step-up converter.[21] 

 

2.2.2 Operating principle 

 

The converter can operate in two modes depending on its energy storage capacity and the 

switching period T. 

These two operating modes are: 

 

• Continuous mode: In this case, the energy stored in the inductance L is partially transferred, 

and therefore the current in the inductance does not reach zero. 

 

• Discontinuous mode: In contrast, in this case, the energy stored in the inductance L is 

completely transferred, and therefore the current in the inductance reaches zero. 
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In our work, the study of operation is based on the continuous conduction mode. The circuit 

operation can be divided into two intervals according to the switching interval (Ton, Toff). 

The Ton interval starts when the transistor Q is closed at t = 0. The input current, which 

rises, flows through the inductance L and the transistor. 

 

 

Fig. 2.2 Equivalent circuit for Ton. [21] 

 

The Toff interval begins when the transistor Q is opened at t = t1. During this interval, the 

current in the inductor starts to decrease as the energy stored in the inductance L is transferred to 

the load (Figure 2.3). 

 

Fig. 2.3 Equivalent circuit for Toff. [21] 

 

In the Ton interval, the current of the inductance is given by: 𝑉𝑒 =  𝑉𝑝𝑣 

 

 𝑉𝑒 = 𝐿 
𝑑𝑖

𝑑𝑡
 2.1 

 

 𝑖1 =  
𝑉𝑒

𝐿
 𝑡 +  𝐼𝑚 2.2 
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Figure 2.4 represents the current curve through the inductance in the Ton and Toff 

intervals. Where I1 is the current at the initial instant. During this interval, the current through the 

inductance increases. 

 

Fig. 2.4 Current waveform. [21] 

 

In continuous conduction mode, the switching period is T = Ton + Toff and the duty cycle is: 

 

 𝛼 =  
𝑇𝑜𝑛

𝑇
 2.3 

 

On the other hand, we can express the output voltage in terms of the input voltage and the 

duty cycle as follows: 

 

 𝑉𝑠 =  
1

1− 𝛼
 𝑉𝑒 2.4 

 

For the Boost converter: 

 

 𝑉𝑠 >  𝑉𝑝𝑣  ∀𝛼 𝑎𝑛𝑑 0 <  𝛼 < 1 2.5 

 

We can vary the output voltage of the converter by changing the duty cycle value α. 
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The output voltage is minimum when α = 0. We cannot have α = 1, which would 

correspond to a continuously closed switch. For α close to 1, the output voltage becomes very high 

and highly sensitive to changes in the duty cycle α. Additionally, the influence of losses in the 

circuit limits the maximum output voltage of the converter. 

 

The voltage gained theoretically tends to infinity for a unity duty cycle if we consider the 

circuit without losses. In summary, we can express the steady-state output voltage and current as 

follows:  

 

 𝑉𝑠 =  
𝑉𝑝𝑣

1− 𝛼
  2.6 

 

 𝑖𝑠 = ( 1 − 𝛼 ) 𝑖𝑝𝑣  2.7 

 

The figure (2.5) located below represents the different curves of the electrical quantities. 

 

Fig. 2.5 Timing diagrams of the Boost converter. [21] 
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2.3 Buck Converter 

 

2.3.1 Schematic of the converter 

 

Figure 2.6 represents the basic schematic of a Buck converter. 

 

Fig. 2.6 Electronic schematic of a Buck converter. [22] 

 

2.3.2 Operating principle 

 

A Buck converter, also known as a step-down converter or series chopper, is a switching 

power supply that converts a continuous voltage into another continuous voltage of lower value. 

This type of converter can be used as a source-load adapter when the operating point in direct 

coupling is to the left of the Maximum Power Point (MPP). 

If the switch S1 is activated at t0, a current flow through the circuit but does not pass 

through the diode D since it is reverse-biased. The current 𝑰𝑳 does not increase immediately but 

rather linearly with a growth rate determined by the inductance L [23,22]. 

 

 
𝑑𝑖𝐿

𝑑𝑡
=  

𝑉𝑝𝑣− 𝑉𝐿𝑜𝑎𝑑

𝐿
 2.8 

 

 𝐼𝐿 = ( 
𝑉𝑝𝑣− 𝑉𝐿𝑜𝑎𝑑

𝐿
 ) 𝑡 +  𝐼𝑚 2.9 
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During this time, the inductance stores energy in the form of a magnetic field. If S1 is 

deactivated after t = t1, the load is disconnected from its power supply. However, the current is 

maintained by the energy stored in the inductance L and flows through the diode D, also known 

as a "freewheeling diode." This diode allows the energy stored in the inductance to be dissipated 

when the switch opens without creating overvoltage. According to equation (2.8), the current 

decreases, since: 

 
𝑑𝑖𝐿

𝑑𝑡
=  −

 𝑉𝐿𝑜𝑎𝑑

𝐿
 2.10 

 

 𝐼𝐿 = (− 
 𝑉𝐿𝑜𝑎𝑑

𝐿
 ) 𝑡 +  𝐼𝑚 2.11 

 

The figures (2.7) and (2.8) depict the on-state and off-state circuit of the Buck converter, 

respectively. 

 

 

Fig. 2.7 Buck Converter in the ON state. 
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Fig. 2.8 Buck converter during the Off state. [22] 

 

The capacitor C1 helps reduce the peaks of the current drawn from the PV generator, 

support the PV voltage, and attenuate noise. The switch S1 is turned on and off at a switching 

frequency f = 1/T. The voltage across the load exhibits ripple, which can be smoothed by adding 

a capacitor C2. However, the average value 𝑽𝑳𝒐𝒂𝒅  is lower than 𝑽𝒑𝒗. In the case where the 

frequency is increased, for example, to several KHz, the required inductance can be significantly 

reduced. The voltage across the load is given by: 

 

 𝑉𝐿𝑜𝑎𝑑 =  
𝑇𝑜𝑛

𝑇
=  𝛼𝑉𝑝𝑣 2.12 

 

With T = Ton + Toff, which is the switching period. 

 

𝑇𝑜𝑛

𝑇
=  𝛼   is the duty cycle (0 < α < 1) 

 

With this equation, we can see that the output voltage varies linearly with the duty cycle. 

Here, we are considering only the behavior of the circuit in continuous conduction mode (CCM). 

It should be noted that the switch used is a semiconductor device in switching operation. Typically, 

a MOSFET transistor is used for its low switching time in order to minimize power losses. 
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2.4 Inverter converter "BUCK - BOOST" 

 

2.4.1 Converter schematic 

 

Figure 2.9 represents the basic schematic diagram of a Buck-Boost converter. 

 

Fig. 2.9 Schematic diagram of the Buck-Boost inverter converter. [22] 

 

2.4.2 Operating Principle 

 

A Buck-Boost converter is a switching power supply that converts a DC voltage into 

another DC voltage of lower or higher value but with opposite polarity. During the "ON" state, 

energy is supplied by the source. 

 

The energy provided by the PV source (generator) is stored in the inductance L during the 

"ON" state (Figure 2.10). The energy stored in the inductance L is then delivered to the load during 

the "OFF" state (Figure 2.11). Due to the presence of the diode D, the current flows through the 

inductance L in only one direction during both states. Therefore, V1 has a polarity opposite to 𝑽𝒑𝒗. 

For this reason, this circuit is also called an inverting converter. The equations describing this 

circuit can be obtained in the same way as before. As mentioned earlier, capacitor C1 supports the 

𝑽𝒑𝒗 supply voltage, while C2 soothes the load voltage. In conclusion, the amplitude of 𝑽𝑳𝒐𝒂𝒅 can 

be lower or higher than VPV depending on the values of Ton and Toff [24]. 
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 𝑉𝐿𝑜𝑎𝑑 =  − 
𝑇𝑜𝑛

𝑇
 𝑉𝑝𝑣 =  

𝛼

1− 𝛼
 𝑉𝑝𝑣 2.13 

 

 

Fig. 2.10 Buck-Boost Converter during the ON state. 

 

 

Fig. 2.11 Buck-Boost Converter during the OFF state. [22] 

 

In all three cases mentioned above, the matching between the source and the load is 

achieved by choosing appropriate values of the duty cycle. Generally, for DC/DC converters, the 

switch is controlled by a PWM (Pulse Width Modulation) signal. A PWM signal is a rectangular 

waveform with a fixed frequency but a variable duty cycle α. The duty cycle value determines the 

amount of time. 

 

2.5 Analysis and selection of the converter 

 

A PV solar panel is a low-voltage DC electricity generator. It is preferable to use a voltage 

boosting device such as a boost converter as an adapter stage. Impedance matching between the 

source and the load is desirable. All the converters mentioned earlier, except for the Buck 
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converter, can serve as voltage-boosting devices. In fact, the Buck-Boost structure acts as a voltage 

booster when the duty cycle is greater than one-half. In terms of complexity, the Boost converter 

is the simplest. The voltage and current constraints on the switches and diodes are nearly similar 

for different voltage-boosting topologies. 

 

 

Fig. 2.12 Voltage gain evolution as a function of the duty cycle for the converters. 

 

 

If we compare them in terms of voltage gain, the Boost converter takes the first place, as 

shown in Figure 2.12, which shows the voltage gain evolution as a function of the duty cycle. 

Furthermore, it can also be noticed that the diode D present in the Boost converter can act as 

protection for the PV generator, eliminating the need for a freewheeling diode and resulting in cost 

savings compared to other topologies [25]. 
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Fig. 2.13 Evolution of voltage gain taking into account the parasitic elements of the 

converters.  

 

2.6 Advantages of the Boost converter 

 

Despite the high efficiency of the Buck converter in systems with conventional power 

sources, the Boost converter may be more suitable for photovoltaic systems with maximum power 

point tracking (MPPT) since the converter operates in continuous current mode, extracting as 

much power as possible from the solar cells. Therefore, the energy efficiency of the Boost 

converter can be greater than that of the Buck converter. The Boost converter is generally used to 

obtain a higher output voltage, while the Buck converter is used to lower the output voltage [26]. 
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2.7 Conclusion 

 

In this chapter, we briefly discussed some commonly used switching converter topologies 

(Buck, Boost, and Buck-Boost) in photovoltaic systems for generating desired voltages and 

currents, as well as for adapting solar panels to different loads. 

These types of converters are composed only of reactive elements (inductors, capacitors) 

which, in the ideal case, consume no energy. This is why they are characterized by high efficiency. 

Each topology we studied has its advantages and disadvantages. However, considering the 

application or system being studied, the Boost converter stands out as the best choice due to its 

voltage boosting capability, high efficiency, and circuit simplicity. 
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CHAPTER 3 : MAXIMUM POWER POINT TRACKING 

 

3.1 Introduction 

 

The operating power of solar panels is easy to calculate. It is equal to the product of voltage 

and current. However, determining the reference power is more challenging as it depends on 

meteorological parameters such as temperature and irradiance. This variable reference power, 

characterized by a nonlinear function, makes achieving maximum power operation more difficult. 

Therefore, a control technique for Maximum Power Point Tracking (MPPT) is necessary. This 

MPPT algorithm can range from simple to complex and is typically based on adjusting the duty 

cycle of the static converter until it reaches the Maximum Power Point (MPP). 

In this chapter, we will see an introduction to the MPPT and its basic principle of working 

and study some classic techniques for tracking the operating point of a photovoltaic generator.  

 

3.2 The principle of operation of MPPT  

 

An MPPT (Maximum Power Point Tracker) is a control system associated with a DC-DC 

converter stage that allows the photovoltaic generator to operate at its maximum power output 

continuously. The control technique involves adjusting the duty cycle automatically to bring the 

generator to its optimal operating point, regardless of meteorological instabilities or sudden load 

variations that may occur at any time. 

 

Figure 3.1 illustrates three cases of disturbances. Depending on the type of disturbance, the 

operating point shifts from the maximum power point (MPP) to a new operating point (P) that 

may be closer or further away from the optimum. 

 

As shown in Figure 3.1, for an incident power level (E1), the optimal power transferred to 

the load occurs at the MPP1. If the incident power changes (E2), then the new maximum power 

point becomes MPP2, and the operating point of the PV generator shifts to P1. By readjusting the 

duty cycle value, the system can converge towards the new maximum power point (MPP2). 
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To a lesser extent, a variation in the operating point can also occur due to changes in the 

operating temperature of the PV generator (Case B). In this case, adjustments at the control level 

are necessary. Similarly, when the load changes (Case C), the operating point may shift, but it can 

be brought back to a new optimal position through the action of the control system. 

 

In summary, tracking the MPP is achieved through a specific control system called MPPT, 

which primarily adjusts the duty cycle of the static converter (SC) to search for and reach the MPP 

of the PV generator. 

 

 

                

Fig. 3.1 The variation of the Maximum Power Point (MPP) with respect to irradiance, 

temperature, and load. [27] 
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3.3 Typical MPPT based PV system.  

 

An example of a PV system utilizing MPPT technology is depicted in figure 13. Solar 

panels convert sunlight into electrical energy based on the intensity of light they receive. This 

generated power is directed to a DC-DC converter, which is controlled by an MPPT controller 

that continuously monitors the real-time parameters of the solar panel, specifically its voltage and 

current. Using the gathered data and its internal algorithm, the MPPT tracker calculates the 

necessary modifications to the duty cycle of the power converter. This enables the system to find 

and maintain the Maximum Power Point (MPP) that aligns with the current operating conditions, 

ensuring the system operates optimally. 

 

 

 

 

Fig. 3.2 Typical MPPT based PV system. 

 

The duty cycle of the boost converter serves to regulate the load resistance experienced by 

the solar panel, effectively minimizing any mismatch between the two components. This ensures 

optimal power transfer between the source (solar panel) and the load. Please refer to Figure 3.3 for 

an illustration of a boost converter used as an adapter in this configuration [28]. 
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Fig. 3.3 Boost Converter in an MPPT based PV System. 

 

3.4 Classification of Maximum Power Point Tracking Algorithms 
 

The classification of MPPT algorithms can be based on the function of the techniques or 

control strategies used. Thus, two categories can be presented: direct methods and indirect 

methods. 

 

3.4.1 Indirect methods 
 

Indirect methods utilize databases that gather the characteristics of photovoltaic (PV) 

panels under different weather conditions (temperature, sunlight intensity, etc.), as well as 

empirical mathematical equations to determine the maximum power point. 

 

These methods are often specific to each panel type and therefore difficult to generalize. 

Examples of indirect methods include curve fitting, look-up table, open-circuit voltage method, 

and short-circuit method. 

 

• Method based on open-circuit voltage measurement. 

 

This method is based on using a PV cell as a reference standard. This non-loaded reference 

cell is placed next to the PV modules and measures the real-time open-circuit voltage, which will 

determine the reference voltage. 
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To determine the operating point corresponding to the maximum power point in terms of 

voltage, a graph is plotted. This obtained function is nonlinear. To simplify the calculation, it needs 

to be linearized. These yields: [29] 

 

 

 𝑉𝑜𝑝𝑡 = 0.7 𝑉𝑜𝑐 + 0.328 3.1 

 

 

With the PV voltage corresponding to the MPP. 

 

Although the operating point is close to the maximum power, there are some criticisms of 

this method: 

 

- Complete dependence on the reference cell, which can undergo modifications and 

anomalies. 

 

- Failure to consider variations in the characteristics of PV modules. 

 

- The voltage represents 75 to 95% of the voltage, so the linearization reduces accuracy. 

 

 

 

 

• The method based on short-circuit current.  

 

        Measurement relies on calculating a reference current based on the short-circuit current 

using a proportional relationship given as follows [30]. 

 

 

 𝐼𝑜𝑝𝑡 = 𝑘 𝐼𝑠𝑐 3.2 
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The current is periodically measured by performing short circuits of the PV array. This 

method, which requires only a single sensor, is easier to implement and slightly less expensive. 

However, it has the following disadvantages: 

 

- In reality, the optimal current is between 85 to 95% of the short-circuit current, so it is not 

truly linear, resulting in a lack of precision. 

 

- It does not take into account the PV array's characteristics due to external parameters. 

 

-  Energy loss occurs during the short-circuit time required for reference measurement. 

 

 

 

3.4.2 Direct methods  
 

Are methods that use voltage and current measurements from the panels, and their 

algorithm is based on the variation of these measurements. The advantage of these algorithms is 

that they do not require prior knowledge of the PV panel characteristics. Among these methods, 

we find the differentiation method, the Perturb and Observe (P&O) method, conductance 

incrementation, and others. 

 

• Perturbation and Observation algorithm P&O 

 

The principle of P&O type MPPT control is to perturb the PV voltage  with a small 

amplitude around its initial value and analyse the resulting power variation 𝑷𝒑𝒗. From this analysis, 

it can be deduced that if a positive increment of 𝑽𝒑𝒗 leads to an increase in 𝑷𝒑𝒗, it means that the 

operating point is to the left of the MPP. Conversely, if the power decreases, it implies that the 

system has passed the MPP. A similar reasoning can be applied when the voltage decreases. By 

analysing the consequences of voltage variation on the 𝑷𝒑𝒗 (𝑽𝒑𝒗) characteristic, it is easy to 

determine the operating point relative to the MPP and converge towards the maximum power 

through an appropriate control strategy. In summary, if, following a voltage perturbation, the PV 
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power increases, adjustments are made to further increase the voltage. If the PV power decreases, 

adjustments are made to decrease the voltage. 

In summary, if following a voltage perturbation, the PV power increases, the perturbation 

direction is maintained. Otherwise, it is reversed to resume convergence towards the new MPP 

[31]. 

 

 

Fig. 3.4 I-V characteristic curve of a solar panel. 

 

 ∆𝑉 ∆𝑃 ∆𝑃

∆𝑉
 

Direction of 

tracking 

Control action 

1 + + + Good Increase 

𝑉𝑟𝑒𝑓 =  𝑉𝑟𝑒𝑓 + ∆V 

2 - - + Bad Increase  

𝑉𝑟𝑒𝑓 =  𝑉𝑟𝑒𝑓 + ∆V 

3 + - - Bad Decrease 

𝑉𝑟𝑒𝑓 =  𝑉𝑟𝑒𝑓 − ∆V 

4 - + - Good Decrease 

𝑉𝑟𝑒𝑓 =  𝑉𝑟𝑒𝑓 − ∆V 

 

Table. 3.1 Principle of the P&O algorithm. 
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The P&O algorithm (Figure 3.5) has the advantage of accuracy and quick response. It 

allows determining the maximum power point for a given sunlight intensity, temperature, or level 

of degradation of characteristics. However, the problem with this algorithm is: 

 

 

- The oscillation around the MPP under normal operating conditions. 

 

- The poor convergence of the algorithm in cases of sudden variations in temperature and/or 

sunlight intensity. 

 

It should be noted that these oscillations can be reduced by using a small step size, but at the 

expense of convergence time. Therefore, a compromise must be made between precision and speed 

when choosing the update step size. 

 

Fig. 3.5 Flowchart of the P&O method. [32] 
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• Hill Climbing Algorithm 

 

The Hill Climbing (HC) technique [33, 34] is a mathematical optimization method. As the 

name suggests, it climbs along a characteristic curve to reach the maximum power point of the PV 

generator with respect to the duty cycle of the converter α (Figure 3.6). Perturbation is applied for 

several iterations on the parameter α by incrementing or decrementing it. 

 

By decrementing ∆α until the derivative 𝒅𝑷/𝒅𝜶 becomes zero. Figure 3.7 illustrates the 

execution algorithm of this technique. The HC method is simpler to implement as it has only one 

control loop. However, it exhibits oscillations and can even diverge when there are rapid changes 

in atmospheric conditions. 

 

 

 

 

Fig. 3.6 Principle of the Hill Climbing method. 
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Fig. 3.7 Algorithm of the Hill Climbing method. [35] 

 

• Incremental Conductance Algorithm 

 

The Incremental Conductance algorithm, also known as "IncCond" in the literature, is another 

technique within the Hill Climbing (HC) family, where the MPPT controller attempts to move 

the operating point (OP) of the PV system along the P-V characteristic curve to reach the MPP. 

It achieves this by searching for the MPP based on the equality of conductance (𝑮 =  𝑰/𝑽) and 

the incremental conductance (∆𝑮 =  ∆𝑰/∆𝑽) (see Figure 3.8). This algorithm requires knowledge 

of the initial value of the OP (Vref) and the voltage reference update step size (∆V) (Figure 3.9). 

The maximum power is obtained when the derivative of the PV system's power with respect 

to voltage becomes zero: 

 

 

 
𝑑𝑃

𝑑𝑉
= 𝑉 

𝑑𝐼

𝑑𝑉
+ 𝐼 ≅ 𝑉 

∆𝐼

∆𝑉
+ 𝐼 3.3 

By comparing the conductance and the incremental conductance, three positions of the 

operating point (OP) can be distinguished: 

 

 



 

41 

 

 

 

Fig. 3.8 Operating characteristic of the IC method. 

 

The advantage of this algorithm is its precision and speed in searching for the MPP when 

atmospheric conditions change rapidly. This can be a remedy for the issues encountered with the 

P&O algorithm [36]. However, implementing this algorithm can be challenging due to the 

complexity of the control circuit, and real-time calculation of the derivative requires a fast-

computing processor [36]. In other words, executing the IC control requires more time compared 

to P&O. In practical terms, even IC exhibits oscillations around the MPP. A comparison of the 

MPPT efficiency between the two most used techniques, P&O and IC, is presented in reference 

[37]. The results show an efficiency of 89.9% for IC compared to 81.5% for P&O. 
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Fig. 3.9 Flowchart of the IC method. 

 

 

3.5 Conclusion 
 

In this chapter, we have also explored MPPT algorithms in detail. There are many ways to 

classify and group techniques for tracking the MPP of a PV generator. However, in this chapter, 

we focused on direct and indirect techniques.  

 

In the next chapter, we will focus on soft computing algorithms and Novel Techniques. 
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Chapter 4: Soft Computing Algorithms and Novel Techniques 

 

4.1 Introduction  
 

Metaheuristic algorithms are optimization techniques inspired by natural processes or 

social behaviors. They are used to solve complex and difficult optimization problems where there 

is no exact algorithmic solution or where classical methods are ineffective. Metaheuristics employ 

principles such as local search, global search, cooperation, evolution, swarm behavior, and more, 

to explore the solution space and find a high-quality approximate solution. These algorithms offer 

high flexibility and robustness, making them well-suited for many real-world problems that require 

in-depth optimization approaches. 

 

Due to the limitations observed in the conventional techniques discussed earlier, especially 

their inability to effectively handle partial shading conditions, various soft computing and artificial 

intelligence algorithms have been proposed to address these issues and enhance the tracking 

performance in both dynamic and steady-state scenarios. Many of these alternative approaches 

make use of metaheuristic algorithms, which have demonstrated excellent performance regardless 

of the operating conditions. 

 

In this chapter we will study particle swarm optimization (PSO), grey wolf optimization 

(GWO), Seagull Optimizer algorithm and the Guided Seagull Optimizer. 
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4.2 Particle Swarm Optimization 

 

4.2.1 Inspiration 

 

Particle Swarm Optimization (PSO) is inspired by the behaviour of insect swarms, 

particularly birds in flight or schools of fish. These swarms exhibit interesting collective properties, 

such as the ability to quickly find food sources or avoid obstacles, through coordination and 

communication among individuals. These observations have inspired the development of the 

Particle Swarm Optimization algorithm, where each "particle" represents a potential solution in 

the search space. The particles move and explore the solution space based on their own experience 

and information shared with their neighbours. This enables efficient exploration of both local and 

global optima, leading to high-quality solutions for optimization problems. 

 

The algorithm has been developed by Dr. Eberhart and Dr. Kennedy in 1995. [38] 

 

4.2.2 Principle of working 

 

Particle Swarm Optimization (PSO) is a population-based stochastic search method 

inspired by the behaviour of bird flocks. The PSO algorithm maintains a swarm of individuals 

known as particles, where each particle represents a candidate solution. The particles follow a 

simple behaviour: they mimic the success of their neighbouring particles and their own success 

[39]. 

 

The position of a particle is influenced by the best particle in its neighbourhood, called 

𝑷𝒃𝒆𝒔𝒕 as well as the best solution found by all particles in the entire population, known as 𝒈𝒃𝒆𝒔𝒕 

The position of the particle, 𝒙𝒊 is adjusted using the following formula: 

 

 

 𝑥𝑖
𝑡+1 =  𝑥𝑖

𝑡 +  𝑣𝑖
𝑡+1 4.1 

 



 

45 

 

The velocity component, 𝒗𝒊 represents the magnitude of the step or displacement for each 

particle. The velocity is calculated using the following formula: 

 

 

 𝑣𝑖
𝑡+1 = 𝑤 𝑣𝑖

𝑡 +  𝑐1𝑟1 (𝑃𝑏𝑒𝑠𝑡 , 𝑖 −  𝑥𝑖
𝑡  ) +  𝑐2𝑟2 (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡  )  4.2 

 

  

With   𝑖 = 1, 2, . . … . 𝑁. 

 

Where: 

 

N: Number of particles 

 

Where 𝒙𝒊 denotes the position of the particle for i, the velocity of the particle at i is 

represented by 𝒗𝒊; the number of iterations is denoted by t; the inertia weight is represented by ω; 

𝒓𝟏 and 𝒓𝟐 are uniformly distributed random variables in [0, 1]; and the cognitive and social 

coefficients are denoted as 𝒄𝟏 and 𝒄𝟐, respectively. The best position found so far for particle i is 

represented by the variable 𝑷𝒃𝒆𝒔𝒕, and the best position among all particles is represented by 𝒈𝒃𝒆𝒔𝒕. 

Figure 4.1 illustrates the particle movement in the optimization process [39]. 

 

 

 

Fig. 4.1 Particle movement in the optimization process. [40] 
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Conventional PSO is fast and accurate in searching for the output characteristic curves of 

PV modules with simple peak values. However, conventional PSO-based MPPT needs to be 

modified when some modules in a PV array are shaded. 

 

4.2.3 Key Features 

 

This model has some interesting properties that make it a useful tool for many optimization 

problems, particularly highly nonlinear, continuous, or mixed problems (where some variables are 

real, and others are integers): 

 

• It is easy to program, requiring just a few lines of code in any advanced language. 

• It is robust (poor parameter choices may degrade performance, but they do not prevent 

obtaining a solution). 

 

4.2.4 Configuration of the Method 

 

• Number of Particles 

 

The number of particles allocated for solving the problem depends mainly on two 

parameters: the size of the search space and the ratio between the computational capabilities of the 

machine and the maximum search time. There is no specific rule for determining this parameter, 

and conducting multiple trials helps in gaining the necessary experience to grasp this parameter. 

 

 

• Neighbourhood Topology 

 

The neighbourhood defines the social network structure, where particles within a common 

neighbourhood communicate with each other. Different neighbourhood topologies have been 

studied (Kennedy, 1999) and are considered based on particle identifiers rather than topological 

information such as Euclidean distances in the search space: 
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- Star Topology (Figure 4.2.a): The social network is fully connected, where each particle 

is attracted to the best particle, denoted as , and communicates with all others. 

 

- Ring Topology (Figure 4.2.b): Each particle communicates with a fixed number (n = 3) of 

immediate neighbours. Each particle tends to move towards the best particle within its 

local neighbourhood, denoted as . 

 

 

- Radius Topology (Figure 4.2.c): In this topology, a "central" particle is connected to all 

the other particles. Only this central particle adjusts its position towards the best solution, 

and if it leads to an improvement, the information is propagated to the other particles. 

 

 

 

Fig. 4.2 Three different topologies: a) Star, b) Ring, c) Radial [41]. 

 

 

4.2.5 MPPT technique based on PSO (Particle Swarm Optimization) 
 

For the MPPT system based on PSO, the particle's position is designated as the duty cycle 

of the power converter, while the fitness evaluation function has been chosen as the generated 

power 𝑷𝒑𝒗 for the entire photovoltaic system. In the proposed method overview, more accurate 
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MPP tracking is achieved despite complex environmental conditions with a smaller number of 

particles, whereas a larger number of particles would result in longer computation time. Therefore, 

it is important to strike a balance between tracking speed and accuracy [39]. 

 

During the initialization step of particle swarm optimization, particles can be randomly 

distributed within a range or placed in a stationary position. Generally, it makes more sense to 

initialize particles around the known position of the global maximum power point within the search 

range if such data is available. The authors indicate that the minimum displacement between 

successive peaks is approximately 80% of the open-circuit voltage (𝑽𝒐𝒄), and the peaks on the P-

V curve occur at nearly multiples of 80% of the module's open-circuit voltage (𝑽𝒐𝒄). Thus, the 

number of particles N should be chosen accordingly. 

 

The particle positions in the photovoltaic system are selected as random numbers. The 

search spaces of the particles, which cover [0 1], are initialized at a defined point. Here, 0 and 1 

represent the minimum and maximum duty cycle values of the used DC-DC converter, 

respectively. 

 

The objective of this PSO-based MPPT method is to extract the maximum power (𝑷𝒑𝒗) 

from the photovoltaic system. To evaluate the fitness value, which is the generated power, the 

pulse width modulation (PWM) acts in line with the particle's position, indicating the duty cycle 

state. The photovoltaic voltage (𝑽𝒑𝒗) and current (𝑰𝒑𝒗) can be measured. These values can then be 

used to calculate the fitness value (𝑷𝒑𝒗) of the particle. However, to obtain accurate samples, it 

should be noted that the power converter's stabilization time should be shorter than the evaluation 

time intervals between successive particles. 

 

To address these issues, a linearly decreasing divergence with increasing iteration numbers 

has been adopted in this study for the PSO formula weighting. The physical meaning of this 

modified weighting formula is that larger step sizes are used to increase the particle search speed 

during the initial search when the distance to the global optimum is relatively large. This avoids 

excessively small step sizes that would lead to inevitable local optima traps. However, the step 

size gradually decreases as the number of iterations increases. As the particles approach the MPP, 
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the decrease in 𝑤 reduces the particle's movement steps, allowing them to more accurately track 

the MPP. 

 

In Equation (4.2), to maintain particle acceleration in the same direction it originally 

moved, the first term 𝝎(𝒕)𝑽𝒊(𝒕) is used, which controls the convergence behavior of the particle 

swarm optimization. The inertia weight is chosen to accelerate convergence, such that the effect 

of Vi(t) diminishes over the algorithm process. The choice to decrease the value of ω over time is 

considered. To obtain refined solutions, a typical option is to initially set the inertia weight to a 

higher value and slowly reduce it for better exploration. For this reason, a linearly decreasing ω 

term is used, as illustrated below: 

 

 

 𝑤(𝑡) =  𝑤𝑚𝑎𝑥 −  
𝑡

𝑡𝑚𝑎𝑥
 (𝑤𝑚𝑎𝑥 −  𝑤𝑚𝑖𝑛 ) 4.3 

 

 

In equation (4.3), the minimum and maximum limits were denoted as 𝒘𝒎𝒊𝒏 and 𝒘𝒎𝒂𝒙, 

respectively, while the maximum allowed number of iterations was noted as tmax. Similarly, the 

social and cognitive terms can be reshaped. The optimization capability of particle swarms can be 

affected by the values of 𝒄𝟏 and 𝒄𝟐, which modify the direction of the particle. By selecting 

appropriate values for 𝒄𝟏 and 𝒄𝟐, the particles can strike a balance between exploring the search 

space and exploiting the best solutions found so far. These parameters play a crucial role in 

determining the convergence and performance of the PSO algorithm. 

 

When 𝒄𝟏 > 𝒄𝟐, the sampling with respect to the improvement of 𝑷𝒃𝒆𝒔𝒕would be biased, 

while selecting 𝒄𝟏 < 𝒄𝟐 would favour the sampling relative to the improvement of 𝒈𝒃𝒆𝒔𝒕. For these 

reasons, these two terms are defined as continuously increasing and decreasing functions, as shown 

in equation (4.4) and (4.5) respectively: 

 

 

 𝑐1(𝑡) =  𝑐1.𝑚𝑎𝑥 −  
𝑡

𝑡𝑚𝑎𝑥
 (𝑐1.𝑚𝑎𝑥 −  𝑐1.𝑚𝑖𝑛 ) 4.4 
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 𝑐2(𝑡) =  𝑐2.𝑚𝑎𝑥 − 
𝑡

𝑡𝑚𝑎𝑥
 (𝑐2.𝑚𝑎𝑥 − 𝑐2.𝑚𝑖𝑛 ) 4.5 

 

 

Two convergence criteria are used in this study. The proposed MPPT method based on 

PSO will stop and provide the best solution if the maximum number of iterations is reached or if 

all particle velocities become lower than a threshold. Generally, particle swarm optimization 

algorithms are used to solve optimization problems where the optimal result is time-invariant. 

However, in this case, the fitness value, which is the global maximum power point, sometimes 

varies or depends on environmental factors and charging states. To search for the new global MPP 

in such cases, the particles need to be reset. Considering the need to detect changes in solar 

radiation, the following constraint is used. In the proposed PSO-based technique, the particles will 

be reset whenever the following condition is met: 

 

 

 
|𝑃𝑃𝑉𝑛𝑒𝑤− 𝑃𝑃𝑉𝑜𝑙𝑑|

𝑃𝑃𝑉𝑜𝑙𝑑
 ≥  ∆𝑃 % 4.6 

 

 

Where 𝑷𝑷𝑽𝒏𝒆𝒘 is the new photovoltaic power, 𝑷𝑷𝑽𝒐𝒍𝒅 is the photovoltaic power at the 

previous global maximum operating point, and Δ𝑃 (%) is defined as 3%. [39] 

 

The Figure 4.3 represents the complete flowchart of the MPPT technique algorithm based 

on PSO. 
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Fig. 4.3 Flowchart of the proposed MPPT algorithm based on PSO. [39]. 
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The algorithm of this method can be described as follows: 

 

Step 1: Initialize the coefficients 𝒄𝟏 and 𝒄𝟐, and the inertia coefficient w. 

 

Step 2: Create the initial population randomly and calculate the fitness of each particle 

(𝑷𝒃𝒆𝒔𝒕): the best position of particle i in the current population; (𝑷𝒈𝒃𝒆𝒔𝒕): the best position among 

all populations (the best of the best). 

 

Step 3: Calculate the new velocity and new position for each particle using formulas (4.5) and 

(4.6). 

 

Step 4: Calculate the best fitness of the current population and compare it with the previous 

best to find the overall best position (𝑷𝒈𝒃𝒆𝒔𝒕). 

 

Step 5: Increment the iteration count t = t+1. 

 

Step 6: If a termination criterion is satisfied, go to Step 7. Otherwise, go to Step 3. 

 

Step 7: The position saved in (𝑷𝒈𝒃𝒆𝒔𝒕) is the optimal solution [41]. 

 

Random generation of the initial population. 

Calculate the fitness function. 

Repeat 

Calculate the best fitness of the current population. 

Calculate the best fitness among all populations. 

Calculate the velocity of each particle. 

Calculate the position of each particle. 

Calculate the fitness function. 

Until the termination criterion is satisfied 

 

Fig.4.4 The pseudo-code for the proposed MPPT algorithm based on PSO. 
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4.2 Grey Wolf Optimization (GWO) 

 

4.3.1 Introduction 

 

This study proposes a new metaheuristic called Grey Wolf Optimizer (GWO) inspired by 

grey wolves (Canis lupus). The GWO algorithm mimics the leadership hierarchy and hunting 

mechanism of grey wolves in nature. Four types of grey wolves, namely alpha, beta, delta, and 

omega, are used to simulate the leadership hierarchy. Additionally, the three main steps of hunting, 

which include prey searching, prey encircling, and prey attacking, are implemented. The algorithm 

is then compared to 29 well-known test functions, and the results are verified through a 

comparative study with Particle Swarm Optimization (PSO), Gravitational Search Algorithm 

(GSA), Differential Evolution (DE), Evolutionary Programming (EP), and Evolution Strategy 

(ES). The results demonstrate that the GWO algorithm is capable of providing highly competitive 

results compared to these well-known metaheuristics. 

 

 

4.3.2 Method of Grey Wolf Optimization (GWO) 

 

The GWO method is a new algorithm proposed by Iranian researcher Mirjalili in 2014 

[42]. The GWO algorithm utilizes the simulation of social authority represented by the victim 

encircling behaviour to obtain the optimal solution to the optimization problem. This algorithm 

mimics the hierarchical dominance technique of grey wolves during the hunting operation for the 

victim until their movements stop. GWO is similar to population-based algorithms in the search 

for a solution by simulating the natural behaviour of grey wolves in their social life when they 

search for food. 

The first level represents the pack leader called "alpha," the second level in the hierarchy is 

called "beta," which assists alpha in decision-making. The next level includes delta and omega, 

which are the lowest ranks and eat last after the wolves from other levels. In fact, the wolves are 

group hunters who go through three main steps: searching, encircling, and attacking. 
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The algorithm starts with a given number of grey wolves with their positions generated 

randomly. 

 

4.3.3 Inspiration 

 

The grey wolf, a type of wolf, is part of the Canidae family. Grey wolves are powerful 

predators and are known as the kings of their food chain. They usually live together in groups 

called packs, which consist of about 5 to 12 wolves on average. One interesting aspect of their 

behaviour is their strict social order, as illustrated in Figure 4.5. 

 

 

 

Fig. 4.5 Hierarchy of the grey wolf (dominance decreases from top to bottom). 

 

 

The grey wolf pack has a well-defined social structure with leaders called alphas, 

consisting of a male and a female. The alpha makes important decisions for the pack, such as 

hunting strategies, sleeping locations, and wake-up times. The pack members follow the alpha's 

decisions, but they also exhibit democratic behaviour by following other wolves. The alpha is 

recognized by the pack during gatherings when they lower their tails. 

 

The alpha wolf, also known as the dominant wolf, has the authority to mate within the 

pack. However, being the alpha is not based on physical strength but on leadership skills and 

management abilities. The second rank in the hierarchy is the beta, who assists the alpha in 

decision-making and enforcing discipline within the pack. Betas can be male or female and are 

potential successors to the alpha position. 
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The lowest rank is the omega, serving as the scapegoat and submitting to all dominant 

wolves. Omegas are the last to eat but play a crucial role in maintaining pack harmony. They help 

release tension and maintain the dominance structure within the pack. Subordinates, also known 

as deltas, have various roles such as scouts, sentinels, elders, hunters, and caretakers. Scouts 

monitor the territory, sentinels protect the pack, elders provide experience, hunters assist with 

hunting, and caretakers care for the weak and injured. 

 

In addition to the social hierarchy, grey wolves exhibit fascinating group hunting 

behaviour. The hunting process involves specific phases, as described by Muro et al. [43]. 

 

• Tracking, pursuing, and approaching the prey. 

 

• Chasing, encircling, and harassing the prey until it stops moving. 

 

• Attacking the prey. 

 

These stages are illustrated in Figure 4.6. 

 

 

Fig. 4.6 Gray Wolf Hunting Behaviour: (A) Hunting, Tracking, and Approaching Prey (B-

D) Pursuing, Harassing, and Encircling (A) Stalking and Attacking [42]. 
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In this work, the hunting behaviour and social hierarchy of grey wolves are mathematically 

modelled to design GWO and perform optimization. 

 

4.3.4 Mathematical Model and Algorithm 

 

In this subsection, mathematical models for social hierarchy, tracking, encircling, and 

attacking prey are formulated. Then, the GWO algorithm is described. 

 

• Social Hierarchy 

 

To mathematically model the social hierarchy of wolves in the design of GWO, we 

consider the most suitable solution as alpha (α). Therefore, the second and third best solutions are 

named beta (β) and delta (δ) respectively. The remaining candidate solutions are assumed to be 

omega (ω). In the GWO algorithm, hunting (optimization) is guided by α, β, and δ. The wolves 

follow these three leaders. 

 

• Encircling Prey 

 

As mentioned above, grey wolves encircle their prey during hunting. To mathematically model 

the encircling behaviour, the following equations are proposed: 

 

 

 𝐷 =  |𝐶 𝑋𝑝(𝑡) − 𝑋(𝑡)| 4.7 

 

 

 𝑋(𝑡 + 1) =  |𝑋𝑝(𝑡) − 𝐴 𝐷|  4.8 

  

 

Where t denotes the current iteration, A and C are coefficient vectors, 𝑿𝒑 represents the 

position vector of the prey, and X indicates the position vector of a gray wolf. The vectors A and 

C are calculated as follows: 
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 𝛼 = 2 (
1−𝑡

𝑇𝑚𝑎𝑥
) 4.9 

 

 

 𝐴 = 2 𝑎 𝑟1 − 𝑎 4.10 

 

 

 𝐶 = 2 𝑟2 4.11 

 

 

Grey wolves live in groups called packs, and within these packs, there is a clear social 

order. The pack is led by an alpha male and an alpha female, who make important decisions for 

the group, such as where to hunt and when to sleep. The rest of the pack follows their lead. 

Sometimes, the alpha wolf will also follow the others in the pack, showing a democratic behaviour. 

 

The alpha wolf is the most dominant and is in charge of mating within the pack. 

Interestingly, being the alpha is not about being the strongest, but rather being the best at managing 

the pack. The second-ranking wolf in the hierarchy is called the beta, who assists the alpha in 

making decisions and keeping order within the pack. The lowest-ranking wolf is the omega, who 

submits to all other wolves in the pack and often serves as a target for their frustration and 

aggression. 

 

Other wolves in the pack are called subordinates or deltas. They have specific roles, such 

as scouting the territory, protecting the pack, providing experience, helping with hunting, and 

taking care of the weak and injured members. 

 

Group hunting is another important behaviour of grey wolves. It involves different phases 

and requires coordination among the pack members. 
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Overall, grey wolves have a complex social structure with leaders, followers, and various roles 

within the pack. 

 

 

 

 

 

Fig. 4.7 2D and 3D Position Vectors and Their Possible Next Locations. 

 

• Hunting 

 

Grey wolves have the ability to track and encircle their prey. When hunting, they are 

usually guided by the alpha wolf. The beta and delta wolves may also join in the hunt occasionally. 

However, when it comes to searching for prey in an unknown space, we have no idea about the 

exact location of the optimal prey. To mathematically model the hunting behaviour of grey wolves, 

we make the assumption that the alpha (the best candidate solution), beta, and delta have a better 

understanding of where the prey might be. Therefore, we keep track of the three best solutions 

found so far and instruct other search agents, including the omega wolves, to update their positions 

based on the position of the best search agent. The following formulas are proposed to accomplish 

this 

𝐷𝛼 =  |𝐶1 𝑋𝛼(𝑡) − 𝑋(𝑡)| 

 𝐷𝛽 =  |𝐶2 𝑋𝛽(𝑡) − 𝑋(𝑡)| 4.12 

𝐷𝛿 =  |𝐶3 𝑋𝛿(𝑡) − 𝑋(𝑡)| 
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𝑋1 =  𝑋𝛼 −  𝐴1𝐷𝛼𝑋2 

 𝑋2 =  𝑋𝛽 −  𝐴2𝐷𝛽𝑋3 4.13 

𝑋3 =  𝑋𝛿 − 𝐴3𝐷𝛿 

 

 

 𝑋(𝑡 + 1) =
(𝑋1+ 𝑋2+ 𝑋3)

3
 4.14 

 

 

In Figure 4.8, you can see how a search agent changes its position based on the positions 

of alpha, beta, and delta in a 2D search area. The final position of the agent ends up in a random 

spot inside a circle formed by the positions of alpha, beta, and delta. This means that alpha, beta, 

and delta give an idea of where the prey might be, and the other wolves adjust their positions 

randomly around the prey. 

 

 

 

Fig. 4.8 Updating the position in GWO. 
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• Attacking a prey (exploitation) 

 

As mentioned earlier, grey wolves end their hunt by attacking the prey when it stops 

moving. To mathematically represent this approach, we reduce the value of |A|. It's important to 

note that the range of possible values for |A| also decreases as |A| decreases from 2 to 0 over time. 

In simpler terms, |A| randomly takes values within the interval [-a,a], where a decreases from 2 to 

0 during each iteration. When the random values of |A| fall within the range [-1,1], the next position 

of a search agent can be anywhere between its current position and the position of the prey. Figure 

4.9.a illustrates that when |A| is less than 1, the wolves are compelled to attack towards the prey. 

 

 

 

Fig. 4.9 Attacking a prey or searching for a prey. 

 

Using the operators suggested up until now, the GWO algorithm enables its search agents 

to adjust their position by considering the positions of the alpha, beta, and delta, and to target the 

prey. However, these operators make the GWO algorithm prone to getting stuck in local solutions 

without further exploration. Although the encircling mechanism proposed provides some level of 

exploration, the GWO algorithm needs additional operators that focus more on exploration. 
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• Searching for prey (exploration) 

 

Gray wolves in the GWO algorithm search based on the positions of alpha, beta, and delta. 

They diverge and converge to find and attack prey. The algorithm uses random values to control 

their movement. The C component promotes exploration by adding randomness to the distance 

calculation. The search starts with a random population of wolves, and they update their positions 

based on the prey's estimated location. The algorithm emphasizes both exploration and 

exploitation. It terminates when a final criterion is met. 

 

The algorithm starts by initializing a population of grey wolves, labelled as 𝑿𝒊  , 𝒊 = 1,2. . 𝑁 

It also initializes the variables a, A, and C. The fitness of each search agent is then calculated. 𝑿𝜶 

represents the best search agent, 𝑿𝜷 represents the second-best search agent, and 𝑿𝜹 represents the 

third best search agent. 

 

The algorithm then enters a loop that continues until a maximum number of iterations is 

reached. Within each iteration, the position of each search agent is updated using equation (4.14). 

After updating the positions, the variables a, A, and C are updated. The fitness of all search agents 

is recalculated, and the values of 𝑿𝜶, 𝑿𝜷, and 𝑿𝜹 are updated accordingly. 

 

The iteration count, t, is incremented, and the loop continues until the maximum number of 

iterations is reached. 

 

 

 

 

 

 

 

 

 



 

62 

 

 

 

Initialize the grey wolf population 𝑿𝒊 (i = 1, 2, ..., n). 

Initialize a, A, and C. 

Calculate the fitness of each search agent. 

𝑿𝜶is assigned to the best search agent. 

𝑿𝜷  is assigned to the second best search agent. 

𝑿𝜹 is assigned to the third best search agent. 

While t is less than the maximum number of iterations: 

For each search agent: 

Update the position of the current search agent using equation (4.14). 

End for. 

Update a, A, and C. 

Calculate the fitness of all search agents. 

Update 𝑿𝜶, 𝑿𝜷, and 𝑿𝜹. 

Increment t by 1. 

End while. 

Return 𝑿𝜶 

 

Fig. 4.10 The pseudo code for the Grey Wolf Optimization (GWO). 
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Fig. 4.11 The flowchart of GWO algorithm. 

 

4.3 Seagull Optimization Algorithm 
 

4.4.1 Inspiration: 

 

The Seagull Optimization algorithm is a novel bio-inspired technique for solving 

computationally expensive problems. The main inspiration of this algorithm is the migration and 

attacking strategies of a family of clever birds known as seagulls. They learn, remember and even 

pass on behaviours, such as stamping their feet in a group to imitate rainfall and trick earthworms 

to come to the surface. They even have a complex and highly developed repertoire for 

communication which includes a range of vocalizations and body movements [48]. 

 



 

64 

 

Generally, seagulls live in colonies. They use their intelligence to find and attack the prey. 

The most important thing about seagulls is their migrating and attacking mechanisms. The 

following represents the key behaviours used by the Seagull Optimization technique [49]. 

 

• During migration, they travel in a group. The initial positions of seagulls are different to 

avoid the collisions between each other. 

 • In a group, seagulls can travel towards the direction of best survival fittest seagull.  

 • Based on the fittest seagull, other seagulls can update their initial positions.  

 • Seagulls frequently attack migrating birds over the sea [50] when they migrate from one 

place to another. They can make their spiral natural shape movement during attacking. A 

conceptual model of these behaviours is illustrated in Figure 4.12. 

 

 

Fig. 4.12 Migration and Attacking Behaviours of Seagulls. [50] 

 

4.4.2 SOA Modelling and process steps: 

 

4.4.2.1 Migration: 

 

This stage is served as the exploration phase. The algorithm here simulates how a group of 

seagulls moves from one location to another. The bird should satisfy the following three 

conditions: 

 

• Avoiding Collisions: A variable is employed to calculate the new search agent position as 

follows: 
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 𝐶𝑆 = 𝐴 × 𝑃⃗⃗𝑆 (𝑡)  4.15  

 

Where 𝑪⃗⃗⃗𝑺 represents the position of the search agent that does not collide with other 

individuals. 𝑷⃗⃗⃗𝑺 (𝒕) is the search agent current position at iteration t, and A represents the 

movement behaviour of the individual, and it is decreased linearly over the optimization process 

as follows: 

 

 𝐴 =  𝑓𝑐 − 𝑓𝑐  ×  
𝑡

𝑇
 4.16 

 

 

Where 𝒇𝒄 is a control parameter that depends on the optimization problem. 

 

• Movement towards best neighbour’s direction: 

 

After avoiding collisions between neighbours, the search agents are moved towards the 

direction of the best location as follows: 

 

 𝑀⃗⃗⃗𝑠 = 𝐵 ×  (𝑃⃗⃗𝑏𝑠  (𝑡) −  𝑃⃗⃗𝑠  (𝑡)) 4.17 

 

Where 𝑴⃗⃗⃗⃗𝒔 is the individual’s position towards the best search agent location, B is given in 

equation 4.18 and it is responsible for proper balancing between exploration and exploitation: 

 

 

 𝐵 = 2 ×  𝐴2  × 𝑟𝑛𝑑 4.18 

 

 

Where rnd is random number within the range [0,1]. 
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• Remain close to the best search agent:  

 

Lastly, the search agents will update their positions with respect to the best location using 

equation 4.19: 

 𝐷⃗⃗⃗𝑆 =  |𝐶𝑆 +  𝑀⃗⃗⃗𝑆| 4.19 

 

4.4.2.2 Attacking: 

 

The attacking process is served as the exploitation phase. Here a spiral equation is 

employed to mimic the helix-shaped movement of seagulls while hunting and entrapping the prey. 

This behaviour is depicted in figure 4.13 and it is modelled in x, y and z planes as follows: 

 

 

Fig. 4.13 Natural Attacking behaviour of Seagulls. 

 

𝑥 = 𝑟 × cos cos(𝑘) 

𝑦 = 𝑟 × sin sin(𝑘) 

  4.20  

𝑧 = 𝑟 × 𝑘 

𝑟 = 𝑢 × 𝑒𝑘𝑣 

Where: 

 

• r represents the radius of each turn of the spiral. 

• k is a random number in the range [0, 2π]. 

• 𝑢 and 𝑣 are constants to define the spiral shape. 
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The search agents’ positions are then updated using equation 4.21, which represents the 

general framework of the Seagull Optimization algorithm: 

 

 

 𝑃𝑠 ⃗⃗⃗⃗⃗ =  (𝐷𝑠
⃗⃗⃗⃗⃗  × 𝑥 × 𝑦 × 𝑧) + 𝑃𝑏𝑠 ⃗⃗⃗⃗⃗⃗⃗⃗   4.21 

 

  

4.4.3 SOA based MPPT: 

 

The flowchart illustrating the SOA based MPP tracker is depicted in figure 4.14.  

 

 

 

Fig. 4.14 SOA based MPPT Algorithm. 
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4.4 Guided Seagull Optimizer 
 

Although the standard SOA proved to be efficient in dealing with a decent range of applications, 

its standard equation might cause local optimum stagnation. This is mainly because it relies on the 

global best solution over the whole iterative process. For that matter, opposition learning for the 

global best solution is incorporated over half the iterations with half the population as follows: 

 

if      𝑡 <  
𝑇

2
 

 if     𝑖 ≤  
𝑁

2
 

 

𝑋𝑡+1(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ =  (𝐷𝑠(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗  ×  𝑥′(𝑖) × 𝑦′(𝑖)  × 𝑧′(𝑖)) +  𝑋𝐵
⃗⃗ ⃗⃗ ⃗ 

 else 

 𝑋𝑡+1(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ =  (𝐷𝑠(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗  ×  𝑥′(𝑖) ×  𝑦′(𝑖)  ×  𝑧′(𝑖)) +  𝑋𝐵𝑂
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  4.22 

 end if 

else 

 𝑋𝑡+1(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗ =  (𝐷𝑠(𝑙)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗  ×  𝑥′(𝑖) ×  𝑦′(𝑖)  ×  𝑧′(𝑖)) +  𝑋𝐵
⃗⃗ ⃗⃗ ⃗ 4.23 

 

end if 

 

Where 𝑋𝐵𝑂
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  is computed using the next equation: 

 

 𝑋𝐵𝑂
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ = 𝑈𝐵⃗⃗ ⃗⃗ ⃗⃗ + 𝐿𝐵⃗⃗⃗⃗⃗⃗ −  𝑋𝐵𝑂

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  4.24 

 

    Moreover, it is always desirable to reduce perturbations in the operating point while tracking 

the Maximum power point in order to minimize Power losses. In light of that, the controlling factor 

A is modified in such a way that it maintains adequate jumps during the first half of the iterations, 

and produces tiny movements during the second half.. The modifications are as follows : 
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if    𝑡 <  
𝑇

2
 

 

        𝐴 = 1 − 1 ×
𝑡

𝑇
 4.25 

 

else 

  𝐴 = 0.5 − 0.5 ×
𝑡

𝑇
 4.26 

 

end if  

 

The overall operating flowchart of the GSO algorithm is depicted in Fig 4.15. 

 

 

 

Fig. 4.15 GSO Operating Flowchart for MPPT. 
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4.5 Conclusion 
 

This chapter set forth four well-known nature inspired algorithms, as well as the latest 

developments in the field of metaheuristics. A survey that consists of the inspiration and 

mathematical modelling of these optimizers, and their operating flowcharts in maximum power 

tracking, was provided. In the next chapter, we are going to evaluate the propound techniques in 

an MPPT based standalone PV system. 
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CHAPTER 5: SIMULATION AND RESULTS 

5.1 Introduction: 

 

To assess the effectiveness of the proposed techniques, MATLAB and Simulink are used 

to simulate a simple stand-alone system subjected to several atmospheric conditions. A 

comparative study in terms of robustness, tracking speed and efficiency is provided at the end of 

this chapter. 

 

5.2 System Overview: 

 

The Simulink model of our system is illustrated in figure 5.1 It consist of 7 panels of the 

same type, a boost converter driven by an MPPT controller, and a load of 40Ω. 

 

5.3 DC-DC boost converter design: 

 

Setting the switching frequency to 50 𝐾𝐻𝑧, the components of the power converter are 

selected as shown in the next table: 

 

Switching 

Frequency 

Inductor (L) Input Capacitor  Output Capacitor 

50 𝐾𝐻𝑧 5 × 𝑒−3  H  5 × 𝑒−5  F 1 × 𝑒−10  F 

 

Table 5.1.  Boost Converter Components. 

It is worth mentioning that in order to get accurate measurements of the output PV power 

that corresponds to each duty cycle, the time interval between two successive transmissions of D 

should be greater than the boost converter settling time. To do so, several values of the duty cycle 

have to be tested to analyse the transient response of the power converter and the time it takes to 

settle down. After performing this evaluation, we have found that a sampling time of 0.008s is 

appropriate for our system. 
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Fig 5.1 Simulink Model of the designed System.  
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5.4 Algorithms Parameterization:  

 

Table 5.2 provides the selected parameters of every optimizer; the reader should notice that 

the settings may differ to that provided in the original papers of these algorithms which might be 

unsuitable for MPPT applications.  

 

The selection of the population size N has a significant impact on the performance of the 

optimizer. A large N will improve the search ability and tracking accuracy; however, this will 

increase the convergence time of the algorithm. On the other hand, a small N speeds up the search 

process, but it may lead to poor power efficiency.  

 

In this work, and in order to make a fair comparison, we have selected N to be 4, which 

seems to be a reasonable choice. The maximum number of iterations is set to 10 for all algorithms.  

 

 

Algorithms Parametrization 

PSO  ω = 0.9-0.8t/T  

c1 = 1.2      𝑐2 = 2 

GWO a =  0. 7 −  0. 7t/T 

SOA A = 0. 7 − 0. 7𝑡/𝑇  

𝑢 = 0. 8, 𝑣 = 0. 05 

GSO 𝑢 = 0. 8, 𝑣 = 0. 05 

 

Table 5.2. Algorithms Parameterization. 

 

5.5 Results and Discussion: 

 

Six distinct scenarios have been subjected to the PV system. In the first case, the PV array 

receives a fast-varying uniform irradiance that changes every 0.5 seconds in three different levels: 

500-1000-750 W/m². In the five remaining cases, different partial shading patterns with various 
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numbers of peaks have been exposed to the substrings that constitute our PV modules. Table 5.3 

and figure 5.3 illustrate the different scenarios and their PV characteristics. 

 

Cases Irradiance levels distribution on 

the modules Substrings (W/m²) 

GMPP (W) 

1-Uniform Fast Varying    

Irradiance 

[0s,0.5s]:500 

[0.5s,1s]:1000 

[1s,1.5s]:750 

755.94 

  1.49 𝑒 + 03 

  1.13 𝑒 + 03 

2-PSC 300/300/800/800/600/600/300 546.27 

3-PSC 1000/1000/600/300/300/800/600 703.69 

4-PSC 1000/400/800/800/300/600/600 699.75 

5-PSC 1000/500/800/700/300/600/500 709.13 

6-PSC 1000/500/800/700/900/600/400 733.94 

 

Table 5.3. Irradiance levels of the uniform fast varying and the partial shading condition. 
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Fig 5.2 P-V curves of the considered Partial Shading Conditions.  
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5.5.1 Uniform Fast Varying irradiance. 

 

The resulting PV power curves for each algorithm with uniform fast varying irradiation are 

shown in figure 5.3 where all algorithms were able to detect changes in irradiation levels and locate 

the maximum power point. Table 5.4 provides the results details of the simulation in terms of 

efficiency and time convergence in each time interval. 

 

Optimizer GMPP(W) Tracked Power 

(W) 

Convergence 

Time (s) 

PSO 755.94 

1.49 𝑒 + 03 

1.13 𝑒 + 03 

551.1 - 1491 - 1128 0.07 – 0.26 – 0.1 

GWO 549 – 1491- X 0.22 - 0.32 - X 

SOA 551 – 1490 – 1128 0.06 – 0.25 – 0.11 

GSO 551 – 1491 - 1126 0.16 - 0.2 – 0.2 

 

Table 5.4. Simulation of the fast-varying irradiation. 

 

In order to have a better assessment measure, we consider the average efficiencies and 

average convergence time as provided in the next table. 

 

Optimizer Average Efficiency Average Convergence 

Time 

PSO 90.94 0.143 

GWO 86.31 0.27 

SOA 90.91 0.140 

GSO 90.87 0.18 

 

Table 5.5. Average efficiency and convergence time of the fast-varying irradiation. 

It can be observed that all algorithms have nearly equal efficiencies, but with a considerable 

difference in convergence time. With SOA, PSO and GSO being fastest respectively. 
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78 

 

 

 

Fig 5.3 P-V Power curves for the fast-varying irradiation – case 1. 
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5.5.2 Non - Uniform Fast Varying irradiance. 

 

Next figures depict the obtained power curves under partial shading conditions in cases 2 

through 6, and table 5.6 provides the resulting steady state static efficiencies and tracking times. 

 

Cases Optimizer GMPP 

(W) 

  Tracked 

Power (W) 

  GMPP 

Located 

    Efficiency Convergence 

Time (s) 

 

2 

PSO  

548.16 

548.06 YES 99.97 0.285 

GWO 548.06 YES 99.97 0.258 

SOA 547.90 YES 99.94 0.255 

GSO 548.00 YES 99.97 0.166 

 

3 

PSO  

703.69 

703.60 YES 99.98 0.248 

GWO 703.60 YES 99.98 0.255 

SOA 703.50 YES 99.97 0.207 

GSO 703.20 YES 99.93 0.162 

 

4 

PSO  

 

699.75 

697.80 YES 99.72 0.229 

GWO 697.60 YES 99.69 0.256 

SOA 699.50 YES 99.96 0.208 

GSO 698.70 YES 99.85 0.155 

 

5 

PSO  

 

709.13 

557.60 YES 78.63 0.094 

GWO 568.40 YES 80.15 0.259 

SOA 557.60 YES 78.63 0.062 

GSO 556.50 YES 78.47 0.159 

 

6 

PSO  

 

733.94 

719.00 YES 97.96 0.221 

GWO 719.00 YES 97.96 0.254 

SOA 719.00 YES 97.96 0.125 

GSO 718.00 YES 97.82 0.159 

 

Table 5.6. Steady State Tracking Results Under Non-Uniform Irradiance. 
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• Case 2   
 

Irradiance levels (W/m²):   300/300/800/800/600/600/300      

GMPP (W): 546.27  

 

 

 

 

 

Fig 5.4 P-V Power curves for case 2. 
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• Case 3  

 

Irradiance levels (W/m²):   1000/1000/600/300/300/800/600 

GMPP (W): 703.69 

 

 

 

 

 

Fig 5.5 P-V Power curves for case 3. 
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• Case 4  

 

Irradiance levels (W/m²):   1000/400/800/800/300/600/600 

GMPP (W): 699.75 

 

 

 

 

 

Fig 5.6 P-V Power curves for case 4. 
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• Case 5 

 

Irradiance levels (W/m²):   1000/500/800/700/300/600/500 

GMPP (W): 709.13 

 

 

 

 

 

Fig 5.7 P-V Power curves for case 5. 
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• Case 6 

 

Irradiance levels (W/m²):   1000/500/800/700/900/600/400 

GMPP (W): 733.94 

 

 

 

 

Fig 5.8 P-V Power curves for case 6. 
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• It can be observed that the PSO, GWO, SOA and the GSO scored almost equal efficiencies, 

and successfully located the GMPP associated with each case. The case 5 had the worst 

GMPP tracking and the worst efficiencies among all of the other cases, as the efficiency 

was between 78% to 80 % and did not reach the 90%. 

 

• The GSO got the lowest power level in the fifth case at which it achieved 556.50W out of 

709.13W resulting in an efficiency of 78.47% compared to the highest rank (99.88%). In 

the remaining shading conditions, the GSO attained perfect efficiency levels among all of 

the optimizers, in case 2 it achieved 548.00W out of 548.16W resulting in an efficiency of 

99.97%. 

 

• In terms of convergence speed, it can be clearly seen that the GSO is the fastest among the 

remaining algorithms with settling time as low as 0.155s in the 4th case up to 0.166s in the 

2nd case. Using this strategy, the algorithm has high prospects of exploring promising 

regions rapidly, and hence undesirable areas are replaced along the optimization process, 

resulting in an efficacious transition from diversification into intensification. 

 

• The SOA can be classified in the second rank with a convergence time of 0.125 second to 

0.255s, which identical to the GSO. 

 

• The GSO algorithm has succeeded in locating the global MPP region in all cases as 

opposed to GWO that got stagnated in a local optimum region in first case - Uniform Fast 

Varying irradiance- this is credited to the opposition learning scheme applied to the 

standard equation, which allowed the algorithm scouting different optimum regions within 

the search space. In terms of tracking speed, the improved algorithm surpassed its 

competitors in all cases, with an average convergence time of 0.16s due to the new adaptive 

schemes introduced to the standard factors. 
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5.6 Conclusion 

 

This chapter was devoted to the evaluation of 4 metaheuristic algorithms in Maximum 

Power Point Tracking. Simulink and MATLAB were used to design and simulate a standalone PV 

system driven by an MPPT controller and subjected to various atmospheric conditions. The 

assessment was carried out based on the collected data obtained from 6 distinct scenarios of fast 

varying uniform and non-uniform irradiation, accompanied with the resulting power curves and 

necessary tables. The analyses of the simulation results of the studied cases, have demonstrated 

the effectiveness of the propound novel algorithms in handling various challenging shading 

patterns, and achieved the highest efficiency levels in all cases over the remaining popular 

stochastic algorithms. Moreover, the three proposed optimizers are characterized by fast tracking 

speed, this was conspicuous in the convergence time of the GSO which was 0.16s on average 

outperforming the remaining algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

87 

 

 

General Conclusion and Future Work 

 

This master thesis work was devoted to the study and evaluation of the latest advancements 

of soft computing techniques for Maximum Power Point Tracking operation. Seagull optimization 

algorithm is the recent optimizer investigated in this project and assessed along with other well-

known metaheuristic techniques, namely: Particle Swarm Optimization and Grey Wolf 

Optimization. The proposed algorithms have proved to be powerful in terms of tracking efficiency, 

robustness and convergence time. The comparative study revealed the fast-tracking 

outperformance of the Guided Seagull Optimizer over the remaining techniques, and the nearly 

identical outcomes obtained by the SOA and the PSO. It is worth highlighting that although the 

GWO was on a par with the other optimizers in terms of efficiency, some improvements need to 

be made, to make it faster and a better rival. Although the propound metaheuristic techniques are 

powerful for Maximum Power Point Tracking, the work can be further extended, and 

enhancements can always be made in this field. In this context, we suggest that the following points 

are worth investigating for future work: - A hybridization of the assessed algorithms with classical 

techniques can be made to reduce the convergence time of the MPPT controller. This allows 

exchanging between local tracking and global tracking strategies according to the solar irradiance 

conditions. As global maximum power point tracking takes longer time, and if the solar irradiance 

is uniform, it is needless to employ a global tracker, since a traditional technique like the P&O is 

sufficient and faster. In the other hand, if partial shading occurs, then the MPPT controller will be 

switched to global search using one of the proposed metaheuristic algorithms. A partial shading 

detection technique has to be developed for that purpose. - Evaluate the proposed algorithms under 

changing temperature conditions. - Realize a laboratory setup based on DSP or FPGA boards to 

implement and experimentally validate the feasibility of the assessed techniques in Maximum 

Power Point Tracking. 
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