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Abstract

In order to face competition and meet the requirements of their customers as well as national
regulatory authorities, mobile telephone operators must constantly monitor the quality of their
services. This important task in the overall process of running a telecommunications network
requires in-depth knowledge of the operation and constitution of the network.
This project aims to address this need by developing a comprehensive mechanism for ana-
lyzing and optimizing the key performance indicators (KPIs) related to the quality of service
(QoS) in the 4G/LTE core network for DJEZZY mobile operator. Through the collection and
processing of relevant KPI data, we evaluate technical success rates across various processes.
Subsequently, we employ advanced analytics techniques to detect anomalies or malfunctions
in the network, allowing for timely troubleshooting and optimization. To enhance accessibil-
ity and usability, we have implemented this mechanism within a user-friendly web application,
this empowers service workers within the organization to easily access and utilize valuable in-
sights gained from the analysis. The intuitive interface facilitates efficient decision-making and
prompt actions to rectify identified issues, ultimately improving the network’s performance.
By focusing on QoS analysis and optimization, this project contributes to enhancing the overall
user experience and ensuring the operator’s compliance with regulatory standards.

I



Dedication

I dedicate my dissertation work to my family and many friends. To my mother and my father
Thanks to their tender encouragement and their great sacrifices, they were able to create an
affectionate climate conducive to the pursuit of my studies. Dedication could not express my
respect, my consideration and my deep feelings towards them. I pray Allah to bless them, watch
over them, hope they will always be proud of me.
As a testimony to the attachment, love and affection that I bear for you. I dedicate this work to
you with all my wishes for happiness, health and success.

Salim

To my incredible family, especially my beloved parents, supportive siblings, and wonderful
sisters. Your constant love, encouragement, and belief in me have been the cornerstone of my
achievements. Thank you for being by my side and for just being a part of my life.
Special dedication to all my friends especially Abdelmajid, Yanis and Youcef.

Yacine

II



Acknowledgements

Praise be to Allah for guiding us on our educational path and helping us to complete this
project

First and foremost, we would like to extend our heartfelt appreciation to our supervisor,
Dr.CHERIFI Dalila, for their invaluable guidance, expertise, and unwavering support through-
out this journey. Her deep knowledge and insightful feedback have been instrumental in shaping
the direction and quality of this work.
We owe special thanks to our co-supervisor Mr SAKILANI Mohammed (IT & CORE (PS/CS)
quality performance engineer DJEZZY) for his help, patience, understanding and encourage-
ment. Also, special words of thanks with gratitude are devoted to all DJEZZY employees for
their reception and treatment during the period of the Internship.
In addition, we are grateful to our friends and family for their unwavering encouragement,
understanding, and support throughout this endeavor. Their belief in us has provided the moti-
vation and strength to overcome challenges and strive for excellence.
To all those who have played a part, directly or indirectly, in making this project possible, we
extend our sincere thanks and gratitude. Your support has been invaluable, and we are truly
grateful for your contributions.

III



Contents

Abstract I

List of Figures VI

List of abbreviations IX

General Introduction XI

1 Mobile Networks Overview 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Cellular communication concept . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Key data transmission concepts . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Cellular Telecommunication generations . . . . . . . . . . . . . . . . . . . . . 2
1.5 GSM network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.5.1 GSM Network Architecture . . . . . . . . . . . . . . . . . . . . . . . 3
1.5.2 Mobile Station MS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5.3 Network Switching Subsystem (NSS) . . . . . . . . . . . . . . . . . . 4
1.5.4 Base Station Subsystem (BSS) . . . . . . . . . . . . . . . . . . . . . . 5
1.5.5 Operation and Support Subsystem (OSS) . . . . . . . . . . . . . . . . 6
1.5.6 EGPRS:GPRS/EDGE . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.6 Third Generation network (3G)/UMTS . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Fourth Generation (4G)/LTE . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.8 LTE Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Quality of Service and KPIs 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Quality of service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 QOS in mobile networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Counters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Key Performance indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 The attach procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Tracking area update procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.8 Manual monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.9 New monitoring application . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.9.1 Functional needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.9.2 Non-functional needs . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

IV



3 Implementation and Results 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Development Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2.1 Python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 FileZilla FTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 Pentaho Data Integration . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.4 KNIME Anlaytics Platform . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.5 Microsoft SQL Server . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.6 Microsoft Power BI . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Environment Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Creation of FTP server . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 Creation of SQL database . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Mechanism Implementation Steps . . . . . . . . . . . . . . . . . . . . . . . . 32

3.5.1 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5.2 Data Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.5.2.1 Data Integration using Pentaho . . . . . . . . . . . . . . . . 36
3.5.2.2 Data integration using knime: . . . . . . . . . . . . . . . . . 39

3.5.3 Data Staging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.4 Data visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Data Analysis for Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . 49
3.6.1 Non coded anomaly detection: . . . . . . . . . . . . . . . . . . . . . . 49

3.6.1.1 Clustering method: . . . . . . . . . . . . . . . . . . . . . . 49
3.6.1.2 Outlier detection method: . . . . . . . . . . . . . . . . . . . 50
3.6.1.3 Predictive analysis: . . . . . . . . . . . . . . . . . . . . . . 52

3.6.2 Coded Anomaly detection . . . . . . . . . . . . . . . . . . . . . . . . 58
3.6.2.1 Data preprocessing: . . . . . . . . . . . . . . . . . . . . . . 58
3.6.2.2 Getting normal range from main KPIs: . . . . . . . . . . . . 58
3.6.2.3 Detecting anomalies using normal range: . . . . . . . . . . . 59
3.6.2.4 Anomaly report creation: . . . . . . . . . . . . . . . . . . . 60

3.7 Mechanism Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7.1 Development tools: . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7.1.1 Flask library: . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7.1.2 HTML: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7.2 Web application presentation . . . . . . . . . . . . . . . . . . . . . . . 61
3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

General Conclusion 65

A Tracking Area Optimization 66

B Machine Learning Models 68
B.1 K-means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
B.2 GBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
B.3 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Bibliography 71

V



List of Figures

1.1 Evolution of mobile networks [6] . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 GSM system architecture [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 GSM system cell representation [8] . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 GPRS/EDGE network [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 UMTS network architecture [11] . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 3GPP Standard evolution [14] . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 LTE network description [6] . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.8 LTE network architecture [16] . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.9 eNodeB main functions [16] . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.10 EPC architecture [17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.11 MME connections to other nodes [16] . . . . . . . . . . . . . . . . . . . . . . 11

2.1 4G/LTE Key performances indicators [18] . . . . . . . . . . . . . . . . . . . . 16
2.2 Key performances indicators types . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Counters,KPIs and QOS reports . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Attach procedure call flow [3] . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Tracking area procedure callflow [14] . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Monitoring System Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 FileZilla client interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Pentaho User interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 KNIME User interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Power BI User interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Creation of SQL database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Login-New tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 Naming scheme of csv files . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.8 Organization of the data inside the csv file . . . . . . . . . . . . . . . . . . . . 31
3.9 Get files from emails flowchart . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.10 Importing table structure into SQL database . . . . . . . . . . . . . . . . . . . 33
3.11 Skipping data rows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.12 Column names check flowchart . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.13 Pentaho transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.14 Pentaho text file input node . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.15 Pentaho split fields node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.16 Database connection tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.17 Table output configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.18 Knime workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.19 A zoom at the workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.20 Query for managing the primary key columns. . . . . . . . . . . . . . . . . . . 42
3.21 Attach and TAU table creation . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.22 Power BI front page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

VI



3.23 Pie chart representing attach request and success times . . . . . . . . . . . . . 45
3.24 Pie chart representing attach failure times . . . . . . . . . . . . . . . . . . . . 46
3.25 Line chart representing attach failure times . . . . . . . . . . . . . . . . . . . 47
3.26 Line chart representing Intra TAU success rate . . . . . . . . . . . . . . . . . 47
3.27 Pie chart representing Intra TAU failure times due to USN causes . . . . . . . 48
3.28 Pie chart representing Intra TAU request times . . . . . . . . . . . . . . . . . 48
3.29 K-means workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.30 K-means centers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.31 K-means line plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.32 Numeric outliers workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.33 Numeric outliers output table . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.34 Numeric outliers output line plot . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.35 AutoML learner node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.36 Best model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.37 Leaderboard table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.38 Gradient boosters workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.39 Gradient boosters classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.40 Gradient boosters regressor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.41 Random forest workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.42 Random forest prediction table . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.43 Anomaly visualization for USN Blida on 2023-04-07. . . . . . . . . . . . . . . 60
3.44 Anomaly report on 2023-04-07. . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.45 Login page for web app . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.46 Navigation dashboard for web app . . . . . . . . . . . . . . . . . . . . . . . . 62
3.47 Visualization dashboard for web app . . . . . . . . . . . . . . . . . . . . . . . 63
3.48 Anomaly report dashboard for web app . . . . . . . . . . . . . . . . . . . . . 63

A.1 Tracking Area scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

B.1 Gradient boosted trees for regression . . . . . . . . . . . . . . . . . . . . . . . 69

VII



VIII



List of Abbreviations

3GPP Third Generation Partnership Project
AuC Authentication Centre
BSC Base Station Controller
BSS Base Station Subsystem
BTS Base Transceiver Station
CN Core Network
CS cellular systems’ Circuit-Switched
CSFB Circuit Switched Fall Back
CSV Comma Separated Values
DBMS database management system
E-RAB Evolved Radio Access Bearer
E-UTRAN Evolved-UTRAN
EDGE Enhanced Data Rates for GSM Evolution
EGPRS Enhanced GPRS
EIR Equipment Identity Register
EMM EPS Mobility Management
EPC Evolved Packet Core
EPS Evolved Packet System
ESM EPS Session Management
ETL extraction, transformation, and loading
FDMA Frequency Division Multiple Access
FTP File Transfer ¨Protocol
GBM Gradient Boosting Machine
GGSN Gate GPRS Serving Node
GMSC Gateway Mobile Switching Centre
GPRS General Packet Radio Service
GUTI Globally Unique Temporary Identity
HLR Home Location Register
HSS Home Subscriber Server
HTML Hyper Text Markup Language
HTTP Hyper Text Transfer ¨Protocol
IMEI International Mobile Equipment Identity
IMS IP Multimedia Sub-System
IMSI International Mobile Subscriber Identification
IP Internet Protocol
JDBC Java Data Base Connection
KPIs key performance indicators
LTE Long Term Evolution
ME mobile equipment
MME Mobility Management Entity
MS Mobile Station
MSC Mobile Services Switching Center

IX



MSE Mean Square Error
NAS Non Access Stratum
NSS Network Switching Subsystem
OFDMA Orthogonal Frequency Division Multiple Access
OMC Operation and Maintenance Center
OSS Operation and Support Subsystem
P-GW Packet Gateway
PCEF Policy Control Enforcement Function
PCRF Policy Control and Charging Rules Function
PDN Packet Data Network
PS Packet Switched
QoS quality of service
RAN Radio Access Network
RNC Radio Network Controller
RRC Radio Resource Control
S-GW serving gateway
SGSN Serving GPRS Support Node
SGW Serving Gateway
SIM Subscriber Identity Module
SMS Short Message Service
SSMS SQL Server Management Studio
TA Tracking Area
TAI Tracking Area Identity
TAU Tracking Area Update
TDMA Time Division Multiple Access
UE User Equipment
URL Uniform Resource Locator
VLR Visitor Location Register
VoIP Voice over IP
NCASr Non Combined Attach Success rate
AST Attach Success Times
NUSNCE non USN Causes Excluded
ART Attach Request Times
CASr Combined Attach Success rate
CAST Combined Attach Success Times
CART Combined Attach Request Times
CITAUSr Combined Intra Tracking Area Update Success rate
ITAUST Intra Tracking Area Update Success Times
ICTAUST Intra Combined Tracking Area Update Success Times
PTAUST Periodic Tracking Area Update Success Times
ITAURT Intra Tracking Area Update Request Times
PTAURT Periodic Tracking Area Update Request Times

X



General Introduction

It is important to note that, during the past century, telecommunications have been the area
of modern society that has seen the most innovation. As the competition among mobile op-
erators intensifies, satisfying customer demands and ensuring regulatory compliance become
paramount. One crucial aspect influencing customer satisfaction and differentiation is the qual-
ity of service (QoS) provided by mobile networks. Mobile operators must continuously monitor
and improve their services to maintain optimal performance and gain a competitive edge.
This project addresses the pressing need for comprehensive analysis and optimization of key
performance indicators (KPIs) related to QoS in the 4G/LTE core network, in case of DJEZZY
network. By developing a robust mechanism for analyzing these KPIs, valuable insights can be
gained into the network’s technical success rates across various processes.
The primary objective of this project is to promptly detect anomalies or malfunctions within
the network. Leveraging advanced analytics techniques, deviations from expected performance
levels can be identified, enabling timely troubleshooting and optimization. Proactive measures
to prevent service disruptions, reduce downtime, and enhance the overall user experience are
essential.
We will specifically focuses on QoS analysis and optimization within the 4G/LTE core network,
acknowledging its crucial role in determining the user experience. Through comprehensive
monitoring and analysis of KPIs, areas requiring attention and improvement can be identified.
Furthermore, this project ensures compliance with regulatory standards, as maintaining QoS
benchmarks is a key requirement imposed by regulatory authorities.
The subsequent chapters of this project will explore the mobile network landscape, its evolu-
tion, and underlying architectures. Chapter 2 will delve into the principles of QoS, emphasizing
its significance in delivering satisfactory user experiences, and highlight the vital role of KPIs
in monitoring and evaluating network performance. In the third chapter we are going to show
the implementation and design of our application, followed by the results in the form of various
screenshots as well as the requested interpretations.

XI
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Mobile Networks Overview
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1.1 Introduction
Mobile networks are critical in today’s interconnected society, allowing billions of people

globally to communicate wirelessly. These networks provide seamless connectivity and enable
people to stay connected, access information, and interact while on the move. They employ a
variety of technologies, including 2G, 3G, 4G, and the forthcoming 5G, each of which provides
faster data speeds, lower latency, and more capacity. Mobile networks rely on a network of base
stations and towers to send and receive signals, allowing voice conversations, text messaging,
and internet access [1]. The aim of this chapter is to provide a thorough understanding of
cellular networks, including its characteristics and concepts. We will look at the core notion of
cellular networks and the stages of evolution of the technologies applied, from the first to the
fourth generation.

1.2 Cellular communication concept
The cellular concept is a fundamental principle underlying the design and operation of cellu-

lar telecommunication systems. It involves dividing the coverage area into smaller cells served
by base stations or towers. It allows for efficient frequency reuse, maximizing system capac-
ity and supporting a large number of mobile devices. As users move between cells, seamless
handovers ensure uninterrupted communication. The cellular concept has been the basis for
generations of mobile networks, enabling efficient wireless connectivity and continuous ad-
vancements in speed and capacity [2]. It continues to evolve to meet the growing demands of a
connected world.

1.3 Key data transmission concepts
Packet switching and circuit switching are two different methods of data transmission used

in telecommunications. Circuit switching involves the creation of a dedicated physical com-
munication path, or circuit, between two devices for the duration of a communication session.
Once the circuit is established, data is transmitted along the circuit until the communication
session is complete. Circuit switching is often used for real-time voice communication, such
as traditional phone calls, where a dedicated and consistent connection is required [3]. Packet
switching, on the other hand, involves the breaking up of data into packets that are transmitted
independently and can take different paths to their destination, depending on network traffic and
other factors. Each packet includes information about its source, destination, and sequencing,
and the packets are reassembled into their original form at the destination. Packet switching
is more efficient than circuit switching, as network resources can be shared among multiple
users and devices, and can handle different types of traffic, including voice, video, and data.
In summary, circuit switching provides a dedicated, consistent connection for real-time voice
communication, while packet switching allows for more efficient and flexible transmission of
different types of data. The choice of which method to use depends on the requirements of the
specific communication task [4].

1.4 Cellular Telecommunication generations
Mobile networks have evolved through different generations to meet the increasing demands

for wireless communication. The first generation (1G) networks emerged in the 1980s, utilizing
analog technology for voice calls but with limited coverage and call quality [5] . The second

2



generation (2G) networks, introduced in the 1990s, marked a significant improvement with
digital technology, better call quality, increased capacity, and the advent of text messaging. The
third generation (3G) networks arrived in the early 2000s, offering high-speed internet access,
video calling, and mobile TV. In the 2010s, the fourth generation (4G) networks revolutionized
mobile communication with faster data speeds, lower latency, and the rise of app-based services
[5] . The latest and most advanced standard is the fifth generation (5G), employing advanced
technologies like higher-frequency radio waves and massive MIMO to provide unprecedented
data speeds of up to 20 Gbps. 5G enables transformative applications such as the Internet of
Things, autonomous vehicles, and virtual and augmented reality [6] .

Figure 1.1: Evolution of mobile networks [6]

1.5 GSM network
GSM (Global System for Mobile Communications) is a widely adopted digital cellular net-

work technology that revolutionized mobile communication. It provides seamless voice and
data services, operating on specific frequency bands for compatibility. Utilizing TDMA and
FDMA techniques, GSM efficiently allocates network resources. With standardized protocols,
it ensures reliable and secure communication, supporting features like call forwarding, texting,
and internet connectivity. GSM’s impact on wireless communication is significant, serving as a
foundation for subsequent mobile network generations [7] .

1.5.1 GSM Network Architecture
The Mobile Station (MS), Base Station Subsystem (BSS), Network Switching Subsystem

(NSS), and Operation and Support Subsystem (OSS) are the four primary parts of the GSM
network architecture. Each one of these elements is essential to the GSM network’s operation.
The basic diagram of the 2G GSM mobile communications system’s overall system architecture
shown in 1.2 highlights the four key components:
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Figure 1.2: GSM system architecture [2]

Within this diagram the different network nodes can be seen - they are grouped into the four
areas that provide different functionality, but all operate to enable reliable mobile communica-
tions to be achieved. The whole network design proved to be very effective and was further
expanded to permit data transmission in the 2G evolution, and later with additional develop-
ments to enable the establishment of 3G [3].

1.5.2 Mobile Station MS
The mobile station (MS) consists of two main components: the mobile equipment (ME) and

the SIM card. The ME comprises the hardware, including the antenna, radio transceiver, display,
keypad, and device-specific features. The SIM card holds the subscriber’s identity information,
such as phone number and authentication keys. When the mobile device is turned on, it searches
for available GSM networks and registers with the nearest Base Transceiver Station (BTS) by
sending a registration request message. The MS maintains its location through periodic location
update messages, enabling the network to route calls and messages accurately. The SIM card
allows the MS to authenticate with the network and access subscribed services, while also
storing contact lists and user-specific data. The SIM card’s International Mobile Subscriber
Identification (IMSI) provides network access and allows users to switch phones easily. The
MS can utilize data services like SMS and MMS in addition to voice calls and messages. The
ME also contains the International Mobile Equipment Identity (IMEI), a unique identifier that
remains unchanged and is verified by the network during registration to prevent unauthorized
equipment usage [8].

1.5.3 Network Switching Subsystem (NSS)
The nodes and functionalities required for call switching, subscriber management, and mo-

bility management are contained in the Network Subsystem (NSS), sometimes known as the
”core network”. nThe major elements within the core network are:

• Mobile Services Switching Centre (MSC):The Mobile Switching Center is the primary
component of the core network area of the overall GSM network design (MSC). The MSC
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performs the same functions as a standard switching node within a PSTN or ISDN while
also offering extra capability to satisfy mobile user needs.

• Home Location Register (HLR):The Home Location Register (HLR) serves as a funda-
mental database within the GSM network, containing crucial administrative information
about each subscriber and their last known location. It acts as a central repository for
subscriber details, including telephone numbers, service subscriptions, permissions, and
authentication data.

• Visitor Location Register (VLR): VLR is responsible for a group of location areas and
stores the data of all users that are currently located in these areas. The VLR can be im-
plemented as a separate entity, but it is commonly realized as an integral part of the MSC,
rather than a separate entity. In this way access is made faster and more convenient [3].

• Equipment Identity Register (EIR):The EIR is the entity that decides whether a given
mobile equipment may be allowed onto the network.

• Authentication Centre (AuC): The AuC is a protected database that contains the secret
key also contained in the user’s SIM card. It is used for authentication and for ciphering
on the radio channel.

• Gateway Mobile Switching Centre (GMSC):The GMSC serves as the interface be-
tween the GSM network and external networks, facilitating the routing of incoming calls
to the GSM network and outgoing calls to external networks.

1.5.4 Base Station Subsystem (BSS)
The Base Station Subsystem (BSS) is a crucial component of a GSM network, responsible

for managing communication between mobile devices and the core network. It consists of two
main elements: the Base Transceiver Station (BTS) and the Base Station Controller (BSC). The
BTS facilitates wireless communication with mobile devices within its coverage area, handling
data transmission and reception. The BSC optimizes network performance by managing radio
resources, controlling handovers, and overseeing call setup and release. By strategically lo-
cating base stations, the BSS ensures comprehensive coverage, enabling seamless connectivity
between mobile devices and the core network [8].

Figure 1.3: GSM system cell representation [8]
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1.5.5 Operation and Support Subsystem (OSS)
The OSS, also known as the ”operation support subsystem,” is a part of the overall GSM

mobile communications network architecture and is linked to elements of the NSS and the BSS.
It also helps manage the BSS’s traffic load and is used to monitor and operate the entire GSM
network. It must be noted that as the number of BS increases with the scaling of the subscriber
population some of the maintenance tasks are transferred to the BTS, allowing savings in the
cost of ownership of the system. In general, OSS is a supervising system for the overall network.

1.5.6 EGPRS:GPRS/EDGE
The main application of the 2G network is to provide voice calls between two individuals in

the network. In order to support the concept of packet service, the GPRS system was deployed
as an overlay of GSM with two new network nodes, SGSN and GGSN, new interfaces and new
functionalities in Base-station controller, BSC. EDGE stands for Enhanced Data rate for GSM
Evolution. It is a further evolution of GPRS, giving the option for an increased system data rate
using extended modulation schemes at the air interface with no impact to other parts and nodes
of the system. The combination of GPRS and EDGE is usually referred to as EGPRS [9].
Gateway GPRS Support Node is abbreviated as GGSN. Incoming packets are routed by the
GGSN to the mobile’s current location. As a result, it must interface with the HLR in order to
obtain the necessary location information for mobile terminating packet transfers. The Serving
GPRS Support Node is the second node (SGSN). The SGSN establishes a mobility manage-
ment context for a connected MS. The SGSN also ciphers packet-service traffic. This is distinct
from the encrypted circuit switch traffic between the MS and BSC [10].

Figure 1.4: GPRS/EDGE network [10]

1.6 Third Generation network (3G)/UMTS
UMTS, introduced in 1999 as the 3rd generation (3G) mobile network, followed GSM/EDGE.

It adhered to the European approach to 3G standardization and maintained backward compati-
bility with GSM through the 3GPP specification. UMTS shares a network structure similar to
GSM.
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Figure 1.5: UMTS network architecture [11]

The mobile terminal for the 3G system is referred to as the User Equipment (UE). Most
terminals are physically designed as dual-mode multiband devices, capable of supporting both
2G and 3G communications. The collective term for the radio access component of the network
is the Radio Access Network (RAN), which encompasses both 2G and 3G technologies. Within
the realm of WCDMA UMTS, the specific radio access is known as Universal Terrestrial Radio
Access (UTRA) or UTRAN. In UMTS, the base-station controller is denoted as the Radio Net-
work Controller (RNC). While the switching system can be shared between GSM and UMTS,
there are notable distinctions. In UMTS, specifically within the UTRAN and the Core Network
(CN), a new set of protocols is introduced, necessitating different hardware, software, and in-
terfaces than those used in GSM [12]. The Core Network (CN) structure, derived from GSM,
comprises two distinct domains that depend on user traffic:

• The CS domain handles circuit-switched traffic.

• The PS domain manages packet-switched traffic. Both GSM and UMTS networks rely
on common network entities such as the Home Location Register (HLR), Authentication
Centre (AuC), and Equipment Identity Register (EIR) for subscriber management, roam-
ing, and service handling. The HLR contains subscriber information for GSM, GPRS, and
UMTS [11]. The packet switched elements of the 3G UMTS core network architecture
are mainly the same as the GPRS which are the SGSN and the GGSN. This architecture
ensures efficient management of different types of traffic and facilitates seamless integra-
tion between GSM and UMTS networks.

1.7 Fourth Generation (4G)/LTE
LTE, or Long-Term Evolution, is the fourth-generation (4G) wireless communication stan-

dard that emerged after UMTS. Developed by the 3rd Generation Partnership Project (3GPP),
LTE revolutionized mobile communication by delivering higher data rates, improved spectral
efficiency, and enhanced network capacity. With its all-IP infrastructure, low latency, and sim-
plified architecture, LTE provides seamless connectivity and exceptional throughput for time-
sensitive data traffic. It introduced innovative radio access technologies like OFDMA and SC-
FDMA, enabling faster data transmission and better spectral efficiency. LTE’s compatibility
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with existing GSM and UMTS networks allowed for a smooth transition and efficient utiliza-
tion of infrastructure. Overall, LTE represents a significant advancement in telecommunication
networks, setting the stage for the future of mobile communications [13].

Figure 1.6: 3GPP Standard evolution [14]

LTE network was designed to offer solely Packet Switched (PS) services, as opposed to prior
cellular systems’ Circuit-Switched (CS) approach. It seeks to enable continuous Internet Pro-
tocol (IP) communication between User Equipment (UE) and the Packet Data Network (PDN)
during mobility, with no disruption to end users’ applications. While the term ”LTE” refers
to the evolution of radio access via the Evolved-UTRAN (E-UTRAN), it is complemented by
an evolution of non-radio features known as ”System Architecture Evolution” (SAE), which
includes the Evolved Packet Core (EPC) network [14].

Figure 1.7: LTE network description [6]

In LTE, the transport of IP traffic from a gateway in the Packet Data Network (PDN) to the
User Equipment (UE) is facilitated through the use of EPS bearers. An EPS bearer refers to an
IP packet flow that is assigned a specific Quality of Service (QoS) level. This QoS level ensures
that the bearer receives the required priority and resources for delivering the IP traffic effec-
tively. EPS bearers play a crucial role in maintaining the desired level of service and ensuring
efficient and reliable transport of IP traffic within the EPS network [15].
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1.8 LTE Network Architecture
The LTE network architecture is a sophisticated system that combines essential compo-

nents to ensure rapid and dependable IP connectivity. Figure 1.8 demonstrates the architec-
ture’s division into four primary high-level domains: User Equipment (UE), Evolved UTRAN
(E-UTRAN), Evolved Packet Core Network (EPC), and the Services domain. These domains
collectively play a vital role in facilitating seamless and efficient communication within the LTE
network.

Figure 1.8: LTE network architecture [16]

UE, E-UTRAN and EPC together represent the Internet Protocol (IP) Connectivity Layer.
This part of the system is also called the Evolved Packet System (EPS). The main function of
this layer is to provide IP based connectivity, and it is highly optimized for that purpose only
[UMTS EVOLUTION TO LTE]. The main elements of the EPS are introduced bellow:

1. User Equipment (UE):
The User Equipment (UE) serves as the communication device used by end users, typi-
cally a smartphone or data card. It incorporates the Universal Subscriber Identity Module
(USIM), which is a separate module that identifies and authenticates the user, as well as
provides security keys for protecting radio transmission.

2. E-UTRAN Node B (eNodeB):
The E-UTRAN consists of the eNodeB, serving as the radio base station responsible
for radio operations within the system. Positioned strategically throughout the coverage
area, multiple eNodeBs facilitate data transmission between User Equipment (UE) and
the Evolved Packet Core (EPC). Acting as the termination point for radio protocols, the
eNodeB ensures seamless connectivity between the radio connection and IP-based con-
nectivity to the EPC. It establishes connections with neighboring eNodeBs for smooth
handover operations, and Figure 1.9 illustrates the connections and primary functions
performed across these interfaces [15].
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Figure 1.9: eNodeB main functions [16]

3. The Evolved Packet Core (EPC):
The Evolved Packet Core (EPC) is responsible for managing the flow of data between
mobile devices and the internet or other networks, and it provides a variety of services,
including mobility management, quality of service (QoS) control, and security. The EPC
is made up of several different network elements as shown in the figure below:

Figure 1.10: EPC architecture [17]

Below is a brief description of each of the components shown in the above architecture:

• The Home Subscriber Server (HSS) is a data base which stores subscription data for
users, such as the EPS-subscribed QoS profile and any roaming access limitations.

• The Packet Data Network (PDN) Gateway (P-GW) serves as the communication
bridge between the LTE network and external packet data networks (PDNs). Its pri-
mary functions include allocating dynamic IP addresses to users, routing user plane
packets, and facilitating connectivity with the outside world.
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• The serving gateway (S-GW) acts as a router, it is responsible for managing user
data tunnels between the eNode-Bs in the radio network and the Packet Data Net-
work Gateway (PDN-GW), which is the gateway router to the Internet [16].

• The Policy Control and Charging Rules Function (PCRF) is in charge of policy con-
trol decision-making as well as controlling the flow-based charging functionalities
in the Policy Control Enforcement Function (PCEF), which is located in the P-GW.

• The Mobility Management Entity (MME) is a crucial network node responsible
for signaling exchanges between base stations, the core network, and users. It fa-
cilitates tasks such as authentication, establishment of bearers, mobility manage-
ment, handover support, and SMS/voice services. The MME handles authentication
information exchange during network attachment, coordinates with other network
components to establish IP tunnels, manages UE location and resource allocation,
facilitates handovers between different access networks, and collaborates with IMS
and CSFB functions for voice services [3] .

Figure 1.11: MME connections to other nodes [16]

The Services domain encompasses multiple sub-systems that offer a wide range of ser-
vices. One notable example is the IP Multimedia Sub-System (IMS), which operates
within the Services Connectivity Layer and enables the provision of services over the un-
derlying IP connectivity. For instance, IMS can facilitate Voice over IP (VoIP) services
and establish connections with traditional circuit-switched networks like PSTN and ISDN
through its controlled Media Gateways. This allows for seamless integration between IP-
based services and legacy communication systems [16].

1.9 Summary
Throughout this chapter, we have been able to see the principles of the cellular concept and

also to see the state of the art in the evolution of mobile networks. This first chapter allowed
us to distinguish between the many technologies employed in each type of network and thus
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see the unique characteristics of each mobile network. The International Telecommunications
Union has enabled the categorization of various mobile telephony technologies by the standard-
ization of these various technologies. We can now see and distinguish between different types
of networks, as well as understand their differences. Because each type of network has unique
characteristics, it is now easy to navigate and refer to the various mobile networks. And, of
course, each technology has its own performance and, as a result, each has its own key perfor-
mance indicators.
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Chapter 2

Quality of Service and KPIs
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2.1 Introduction
The 4G/LTE optimization process is very complex task for the Mobile Network Operators

(MNOs). This process includes the effects of multiple factors, which should be considered sep-
arately. Today, the MNOs are facing many challenges such as dynamically changing service
requirements, technologies, competition, etc. In some ways, this has changed the MNOs’ busi-
ness model and new tools are required not only to manage the network, but also the subscribers.
Imagine a situation where you are hardly able to hear what your friend is talking over the
phone or the phone gets cut when you are talking something important. These things are highly
undesirable and you do not want to get low quality service for paying high monthly bills. Com-
munication plays a major role in today’s world and to support it QoS has to be given maximum
priority. It is important to differentiate the traffic based on priority level. Some traffic classes
should be given higher priority over other classes, Example: voice should be given a higher
priority compared to data traffic as voice is still considered as the most important service. It
should be noted that more preference has to be given to customers who pay more to get better
service, without affecting the remaining customers who pay normal amount. To realize all these
things effective QoS schemes are needed.

2.2 Quality of service
Quality of service (QoS) refer to the measurement of the overall performance of a service

experienced by the users of the network. To quantitatively measure the QoS packet loss, bit
rate, throughput, transmission delay, availability, etc. In the absence of QoS, network data be-
comes disorganized and congests the network. This often leads to severe network performance
degradation or even a complete network shutdown.Moreover, when QoS is low, security and
data integrity can be jeopardized. People depend on the communication services to work, and
poor QoS leads to poor work quality. Businesses face the need to provide reliable, consistent
services for both staff and customers. Since QoS shapes the user experience, reputation can
be negatively impacted when services are unstable. Ultimately, QoS mechanisms give network
administrators the power to prioritize applications as determined by the needs of the business.
This makes it easy to assign higher importance to particularly data delivery types over others.

2.3 QOS in mobile networks
The evolution of the mobile network has several phases, initially it is the deployment of

the network which is followed by its commercial opening to finally be in operation. Once the
network is in operation, the operator monitors its quality of service, the aim is multiple: it allows
traffic to be optimized and areas lacking in QoS to be visualized in order to make the necessary
modifications. As explained above, QoS is a performance control mechanism, this service can
be applied to all circuit-switched services. In the context of mobile telephony, the difficulty will
be in the mobility of the customer for several reasons:

• A call or other session may be interrupted while roaming, if the new base station is over-
loaded. Unpredictable handovers make it impossible to absolutely guarantee quality of
service during a session initiation phase.

• A crucial part of QoS in mobile communications is quality of service, involving outage
probability (the probability that the mobile station is outside the service coverage area,
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or affected by co-channel interference, crosstalk for example) blocking probability (the
probability that the required level of QoS cannot be offered) and scheduling starvation.

The expectations of the mobile network are therefore as follows:

• Network availability (probability of obtaining a new call).

• Maintaining communications (the probability of a communication being cut off).

• Auditory quality of the communication (signal strength, interference).

Mobile QoS measurements are then made using the following methods:

1. OMC measurements: these are obtained by collecting radio statistics from the OMC
among the operators, which make it possible to assess the behavior of an operator’s mo-
bile network.

2. Drive tests: radio measurements of one or more mobile networks, operators take the role
of users and measure quality of service, QoS problems are discovered by employees.

3. END to END measurements: for the evaluation of the quality of service as perceived by
the end user.

4. Customer complaints: this is an important source of network service quality that cannot
be ignored.

5. Protocol analyzers: they are connected to the BTS, BSC and MSC over a given period to
check for problems on the mobile network. When a problem is discovered, it is escalated
to employees for analysis.

In our work we are going to focus on the OMC measurements. the measurements are based on
the collection of counters calculated by the network equipment.

2.4 Counters
Counters play a crucial role in monitoring the performance of mobile networks. They are

software variables that are stepped according to specific criteria, and they are divided into three
main types:

• Event Counters: Event counters are used to count events such as seizure, congestion,
handover, and so on. Event counters are only incremented and have values between 0
and a unit-specific maximum. Event counters are used to monitor and analyze network
behavior and help network operators to identify and diagnose problems that may occur in
the network.

• Level Counters: Level counters show the status of units in a certain condition, such as the
number of blocked devices or available traffic channels, etc. Level counters can be both
incremented and decremented, and they provide a real-time snapshot of network status.
They are used to monitor and manage network resources and help network operators to
optimize network performance.
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• Accumulation Counters: Accumulation counters are used for summing the value of level
counters during a specific time period. They are used in conjunction with an event
counter, which records the number of summations performed. Accumulation counters
are used to monitor network usage and help network operators to identify trends in net-
work behavior.

The counters give an absolute number whose exploitation requires relativizing it to the cardi-
nality of its starting set. In other words, instead of judging, for example, the level of congestion
on a cell by the number of attempts which have congested, one should, from the total number of
attempts, determine the rate of congestion, which this time expresses the situation better. It is
in this context that performance indicators fit. They are deduced from the raw meters read from
the network and give an overall state in a relativized space.

2.5 Key Performance indicators
The key performance indicators or KPIs of an LTE access network help monitor and opti-

mize the performance of the radio network, in order to provide better service to the subscribers
or to obtain better use of the installed network resources. KPIs are rates calculated from the
counters discussed previously using formulas and compiling different data.The KPIs essen-
tially evaluate the maintenance of the call, the volume of traffic, the quality of service on the
whole network. The KPIs thus make it possible to detect faulty cells, peak hours, etc. A limit
threshold is determined for each KPI, if it is exceeded an alarm is sent to the supervision to
indicate the presence of a problem on the function that the KPI measures.

Figure 2.1: 4G/LTE Key performances indicators [18]

The 3GPP standardized 4G/LTE networking KPIs are presented in Fig. 1 and are catego-
rized as follows: accessibility, retainability, mobility, integrity, availability and usage.

1. Integrity KPIs’ are used to measure the character or honesty of network to its user, such
as what is the throughput, latency which users were served.

2. Accessibility, which has KPIs indicating the possibility to access to a service: RRC con-
nection establishment, paging records, and discards. It is a combined metric including
RRC, S1, and E-RAB establishment success rate. In the case of poor accessibility, each
success rate must be analyzed individually.
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3. Retainability, which is defined as the ability of a user to retain the E-RAB once connected
for the desired duration, which has KPIs indicating the ability to hold/sustain the call(
call drop, call completion, E-RAB drop, E-RAB normal release, RRC connection re-
establishment IP incoming traffic error rate).

4. Mobility, which has KPIs indicating performance of handovers (handover preparation,
handover success rate, and handover failure rate).
Reasons for poor mobility include but are not limited to missing neighbor relations, poor
radio conditions, or badly tuned handover parameters.

5. Usage, which has KPIs indicating how LTE network is loaded in terms of data volume,
throughput, number of users (active and connected), PRB usage, and cell availability.

6. Availability KPI’s are used to measure the availability of network, suitable or ready for
users to use services.

Figure 2.2: Key performances indicators types

Based on the estimation of these indicators, it must be generated a set of periodic reports of
QoS according to the desired temporal scale: daily, weekly, monthly, etc., which will allow the
service provider to get an overall assessment of the network status and provided services. The
relationship between event counters, KPIs and QoS reports is shown in 2.3.

Figure 2.3: Counters,KPIs and QOS reports

The service provider could, among other things, accomplish the following goals by keeping
an eye on key performance indicators and evaluating QoS reports:
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• Identifying occasional faults in the hardware equipment of base stations.

• Identifying some interference issues and service degradations may encourage the imple-
mentation of corrective measures like new frequency allocations, antenna adjustments, or
radio parameter changes.

• Detecting some congestion or oversizing issues with the capacity would require doing a
more proper sizing in accordance with user demand.

• Monitoring network performance and noting fluctuations and trends enables the service
provider to prepare some preventative measures [19].

In our work we are going to focus mostly on the KPIs of two basic LTE procedures : attach
and tracking area update.

2.6 The attach procedure
The LTE attach call flow describes the process that a user device undergoes to establish a

connection with the LTE network. The attach procedure is the first step in the process of ac-
cessing the network, and it involves the exchange of various messages between the user device
and the LTE network.

Figure 2.4: Attach procedure call flow [3]

The following is a brief description of the LTE attach call flow:

1. Cell Search: The user device scans available LTE frequencies to find a suitable cell and
acquires system information about the cell.

2. Random access preamble: After acquiring the system information, the user device
initiates a random access procedure by sending a random access preamble with a unique
code to the e-NodeB.
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3. Random access response: The e-NodeB responds to the random access preamble by
sending a random access response message, including a timing advance value.

4. Radio Resource Control Connection request: The user device broadcasts an RRC con-
nection request message to create an RRC channel with the e-NodeB and the core net-
work.

5. RRC Response: If access is granted, the network responds with an RRC connection
setup message, including assignment parameters for a specialized radio signaling bearer
(SRB- 1).

6. RRC connection setup complete: The user device sends an RRC connection setup
complete message, including information about the previously connected MME (Mobility
Management Entity) and an Attach Request message.

7. Authentication request: Mutual authentication between the network and the mobile
device takes place, ensuring secure connectivity. A Security Mode Command message
enables integrity checking and encryption of messages.

8. Update Location Request: The MME notifies the HSS of successful authentication by
sending an update location request message.

9. Session Creation: The MME initiates the core network session establishment procedure,
creating a tunnel for user IP packets via a create session request message.

10. Establishing a tunnel in the radio network: The e-NodeB and the serving-GW estab-
lish a user data tunnel through an Initial Context Setup Request message, configuring
signaling radio bearers and data radio bearers [20]. Upon completion of these steps, the
user device can send and receive IP packets over the LTE network. The MME handles
overall session management, while the e-NodeB and serving-GW facilitate data trans-
fer. Additional RRC Reconfiguration messages may be exchanged to set up neighbor cell
measurements and reporting for potential cell switches.

2.7 Tracking area update procedure
During a Tracking Area Update (TAU) procedure, the user equipment (UE) initiates the

process by sending a Tracking Area Update Request message to the eNodeB. The message in-
cludes the UE’s current Globally Unique Temporary Identity (GUTI) or International Mobile
Subscriber Identity (IMSI), old Tracking Area Identity (TAI), and EPS bearer status informa-
tion. The eNodeB forwards this message to a Mobility Management Entity (MME). If neces-
sary, a new MME is selected and authentication takes place, with communication between the
old and new MMEs occurring through GTP-C context request messages [17]. Upon successful
authentication, the new MME examines whether a serving gateway (GW) change is required
and notifies the old MME of its readiness to assume control of the UE through a context ac-
knowledge message. The old MME starts a timer and waits for the subscriber record to be
canceled. Meanwhile, the new MME sends a GTP-C create bearer request message to the cho-
sen serving GW, establishing new S1 tunnels and updating the PDN GW. The traffic path from
the PDN GW to the new serving GW and eNodeB is modified accordingly. Concurrently, the
MME updates the Home Subscriber Server (HSS) and the HSS cancels the subscriber record in
the old MME. Finally, the UE receives a Tracking Area Update Accept NAS message contain-
ing a new GUTI and new TA(L). The UE acknowledges with a Tracking Area Update Complete
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message, indicating the completion of the TAU procedure.

Figure 2.5: Tracking area procedure callflow [14]

2.8 Manual monitoring
Creating comprehensive reports for monitoring key performance indicators (KPIs) in a

packet switching LTE network is a meticulous and time-consuming task. The engineer receives
diverse data in different formats and time intervals every morning, requiring careful validation
and cleansing to ensure accuracy. After uploading the data, the engineer performs in-depth
analysis, including calculations, statistical analyses, and data aggregation, to derive meaningful
KPI measurements. The analyzed data is then transformed into visually appealing reports with
charts, graphs, and tables to summarize the network’s performance. The engineer interprets the
findings, compares KPIs with historical data or thresholds, and provides recommendations for
addressing performance issues and optimizing KPIs. This process demands expertise, attention
to detail, and a methodical approach. Documentation of reports and findings is crucial for fu-
ture analysis and effective communication with stakeholders. Automation and streamlining of
processes are essential for efficiency and accuracy in this complex task.

2.9 New monitoring application
Our proposed application aims to automate the process of data collection,integration, stag-

ing, analysis and visualization. It is a question of presenting the different KPIs according to
several forms of display (curves, histograms, tables), and this to allow an intelligent analysis of
customer experiences and a diagnosis of possible quality of service problems. The workflow is
shown in figure 2.6:
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Figure 2.6: Monitoring System Workflow

Here’s a general outline of the steps we would need to follow to create reports:

1. Data Collection: Ensure that the data for each hour of the previous day is available on
the engineer’s laptop. This could involve receiving data files, accessing a database, or any
other means of obtaining the required data.

2. Data Preparation: Review the data received and ensure its integrity and accuracy. Cleanse
and preprocess the data if necessary, addressing any inconsistencies or missing values.

3. Data Integration: After preparing the data, we need to upload it to the desired table in
our data base so it would be stored there in historical tables.

4. Data Staging: Add or create the needed columns for the analysis purpose.

5. Data Visualization: Enhance the reports with visual elements to make them more under-
standable and insightful. Use appropriate visualizations such as line charts, bar graphs,
or heat-maps to represent the KPI trends and comparisons over time.

6. Data Analysis: Perform the necessary calculations and analysis on the collected data to
derive the desired KPI measurements. This could involve aggregating data for each hour,
calculating average values, identifying outliers, or computing other relevant metrics based
on the specific KPIs of interest.

7. Report Generation: Based on the analyzed data, create reports that summarize the KPI
measurements for the previous day. This could be in the form of tabular reports, charts,
graphs, or any other suitable format that effectively presents the information.
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2.9.1 Functional needs
Our application must fulfill the following conditions:

• Collection of our data.

• Save the data in a local folder.

• Send the saved folder into an FTP server.

• Creation and backup of the database.

• Being able to access the database as soon as a connection is established.

• Display of query execution result.

• The application must be updated each time the actualization button is pressed.

• The application allows the operator engineers to visualize the different KPIs and diagnose
network problems.

2.9.2 Non-functional needs
These are the needs that characterize the system. These are performance requirements, hard-

ware type or design type. These needs may relate to constraints related to the implementation
(programming language, operating system, etc.) or to general interoperability (not eating up
all the resources of the machine).These requirements may be set up by the users(optional func-
tions), or by the developer (implementation constraints).Among the non-functional needs of our
application we mention:

• The application must be efficient and must ensure continuity of operation.

• The application must be efficient in terms of time.

2.10 Summary
In this chapter we talked about the quality of service and it’s importance in the different

businesses. We then talked about the QOS in mobile networks and how it is evaluated. We pro-
ceeded to talk about the role of counters in monitoring the performance of mobile networks, and
the key performance indicators. Our work focuses mainly on the KPIs of two basic LTE proce-
dures: attach and tracking area update. These two procedures have been thoroughly explained
in the chapter. After that, we discussed the manual monitoring and the problem that our appli-
cation aims to solve. The chapter ends with a brief description of the role of our mechanism
and the different implementation steps.
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Chapter 3

Implementation and Results
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3.1 Introduction
Data integration is the process of bringing data from disparate sources together to provide

users with a unified view. The premise of data integration is to make data more freely available
and easier to consume and process by systems and users.Data integration contributes to QOS
performance by providing high-quality information for analysis. This is extremely valuable if
you are dealing with big data, but no matter the size of your company or customer base, you
need to know what is happening. When you use a data integration tool, all of your information
is neatly gathered for you and presented in the source of your liking. If you choose a tool with
more features, it will also offer you detailed reports on what is going on with your data, and
some even notice certain trends and patterns. This is crucial for improving QOS and detecting
in a timely manner what needs to be fixed and improved.

3.2 Development Tools

3.2.1 Python
Python is a high-level, interpreted, and general-purpose programming language that empha-

sizes code readability and simplicity. It was created by Guido van Rossum and first released in
1991. Python supports multiple programming paradigms, including procedural, object-oriented,
and functional programming. One of Python’s distinguishing advantages is its clean and simple
syntax, which encourages efficient and expressive coding. It defines code blocks with indenta-
tion and whitespace, which improves code readability. Python’s broad standard library includes
modules and functions for a variety of activities such as file I/O, networking, web development,
data manipulation, and more [21]. Python’s popularity has skyrocketed due to its adaptability
and breadth of uses. It is frequently used in web development, data analysis, scientific com-
puting, artificial intelligence, machine learning, automation, and scripting, among other things.
Python’s vast and active community has helped to produce a slew of third-party libraries and
frameworks, significantly enhancing its capabilities.

3.2.2 FileZilla FTP
FileZilla is a popular free and open-source FTP (File Transfer Protocol) software. FileZilla

allows users to transfer files between a local computer and a remote server. It supports various
file transfer protocols such as FTP, FTPS, and SFTP. FileZilla has an easy-to-use interface with
a dual-pane architecture that allows users to navigate and manage files on both local and remote
systems. Drag-and-drop file transfers, directory comparison, remote file editing, and the option
to resume interrupted transfers are all available. FileZilla is compatible with Windows, Mac
OS X, and Linux. Web developers, system administrators, and anyone who need to upload or
download files to and from servers all use it.
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Figure 3.1: FileZilla client interface

3.2.3 Pentaho Data Integration
Pentaho is an open-source BI and data integration platform that offers tools for data ex-

traction, transformation, and loading (ETL), reporting, analytics, and dash boarding. It enables
users to connect and analyze data from several sources, generate interactive reports, and create
visually appealing dashboards. Pentaho is adaptive, scalable, and flexible enough to suit a wide
range of business requirements. It is offered in community and enterprise editions, giving users
alternatives based on their needs. Overall, Pentaho enables businesses to better use their data,
make data-driven decisions, and improve business performance [22].

Figure 3.2: Pentaho User interface
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3.2.4 KNIME Anlaytics Platform
KNIME Analytics Platform is an open-source data analytics and visual workflow solution

that allows users to integrate, analyze, and visualize data in real time. Users can easily build and
execute complex data workflows using its user-friendly graphical interface. The platform has
significant data integration features, allowing users to connect and manage data from a variety
of sources, including databases, files, and online services. KNIME has a robust set of analytics
and machine learning algorithms that allow users to execute a variety of tasks such as classi-
fication, regression, clustering, text mining, and more [23]. KNIME also enables interactive
data visualization, allowing users to generate dynamic and visually appealing charts, graphs,
and maps in order to effectively communicate data insights. The platform encourages coopera-
tion by allowing workflows to be shared and allowing for remote execution. It is also scalable
and can easily interface with big data technologies such as Apache Hadoop and Apache Spark,
allowing users to efficiently handle massive datasets. The KNIME community is extremely
active and supportive, with rich documentation, tutorials, and example workflows available to
help users at every stage. In conclusion, the KNIME Analytics Platform is a strong and versa-
tile platform that enables users to successfully integrate, analyze, and visualize data, making it
a significant asset for data-driven enterprises.

Figure 3.3: KNIME User interface

3.2.5 Microsoft SQL Server
Microsoft SQL Server, usually known as MS SQL, is a comprehensive relational database

management system (RDBMS) developed by Microsoft. It provides a strong foundation for
storing, managing, and retrieving structured data. MS SQL Server includes a wide range of
features for data management, querying, and administration. The SQL query language, which
stands for Structured Query Language can be used to execute actions such as filtering, sort-
ing, aggregating, and joining data across different tables. MS SQL Server also offers stored
procedures, triggers, and user-defined functions, which allow users to add business logic and
custom actions into their databases. It also supports programming languages such as C, Java,
and Python, allowing developers to create apps that interface with the database using familiar
programming paradigms. MS SQL Server’s versatility, combined with its scalability, security,
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and integration capabilities, makes it a popular choice for managing and leveraging data in a
wide range of applications and industries [24].

3.2.6 Microsoft Power BI
Power BI is a complete business intelligence platform built by Microsoft that allows users to

connect to many data sources, transform data into meaningful insights, and generate interactive
visualizations and reports. Power BI Desktop’s intuitive drag-and-drop interface allows users to
quickly create sophisticated dashboards and reports. The platform interfaces with diverse data
sources easily, provides real-time data streaming, and allows automatic data refreshing. Power
BI’s sharing tools encourage collaboration by allowing users to securely share reports with
colleagues and stakeholders. Power BI also has mobile apps for accessing reports while on the
go. Power BI Report Server allows enterprises that want on-premises reporting to host and share
Power BI reports within their own environment. With Power BI Report Server, organizations
can maintain data security and have greater control over their reporting infrastructure. Overall,
Power BI simplifies data analysis and reporting, empowering organizations to make informed
decisions based on visually appealing and up-to-date information, both in the cloud with Power
BI service and on-premises with Power BI Report Server.

Figure 3.4: Power BI User interface

3.3 Environment Preparation
It is critical to prepare the environment before creating the system to ensure a smooth and

efficient implementation. Setting up the appropriate infrastructure components is part of the
environment preparation.

3.3.1 Creation of FTP server
FTP (File Transfer Protocol) is a standard network protocol used for the transfer of files

from one host to another over a TCP-based network.FTP servers are the software solutions used
for transferring files across the internet. They are primarily used for two essential functions,
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“Put” and “Get.” It allows uploading files to the server from the client device and downloading
files from the server on the client device.

First, we need to set up an FTP server for storing the data files using FileZilla, we begin
by launching FileZilla Server and configuring the general settings by providing the server’s
IP address and port. Next, we create user accounts with the necessary credentials and assign
their home directories to our desired storage location. Careful attention is given to setting the
appropriate permissions, enabling file uploads and downloads, and customizing folder access
and user quotas if needed. We then designate shared folders specifically for storing the data
files, configuring the permissions to allow read and write access. Encryption is enabled and
passive mode settings are fine-tuned to ensure secure and efficient file transfers. After saving
the changes, the FTP server is launched, allowing users to connect using FileZilla Client or any
other FTP client program by entering the server’s IP address, port, username, and password.
This setup simplifies the uploading and downloading of files, facilitating efficient data manage-
ment and exchange throughout our project. The configuration of the FileZilla FTP server is a
crucial step in ensuring secure storage and seamless access to our project-related data files.

3.3.2 Creation of SQL database
A database is an organized collection of structured information, or data, typically stored

electronically in a computer system.A database management system (DBMS) typically has
control over a database[25]. The term ”database system,” which is frequently abbreviated to
”database,” refers to the combination of the data, the DBMS, and the applications that are con-
nected to it. To create our database we need to use Microsoft’s SQL Server Management Studio
(SSMS).First, After Opening SSMS, We connect to the SQL Server instance and navigate to
the “Databases” folder in the Object Explorer. We then select “New Database” to open the New
Database dialog box. We give the database a unique name, grant administrative capabilities to
the owner, and tweak parameters like collation, recovery model, and compatibility level. We
configure file and file group settings, describing the location, size, and arrangement of data
files. Optional extras include default schema, confinement type, and auto growth parameters. If
required, we add advanced capabilities such as file stream storage, database snapshots, encryp-
tion, and change tracking. Clicking “OK” generates the necessary T-SQL script and creates the
database.
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Figure 3.5: Creation of SQL database

After creating the database, the next step is to create a user account and grant the necessary
privileges for database management. To do this, navigate to the security folder in the Object
Explorer menu and select ”New Login” by right-clicking on it. The login tab shown below
will be displayed in order to fill the new user details. We fill in the login name and password
for the user’s credentials. Then we need to specify the default database and assign the user to
relevant database roles such as ”db owner”,”db datareader” or ”db datawriter” from the server
roles page. Once configured, the user will have the required access and privileges to connect to
the SQL Server instance and work with the designated database.
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Figure 3.6: Login-New tab

3.4 Data Description
Before beginning the system implementation, it is important to have a thorough understand-

ing of the data and its properties.First of all, what is data? If you look for the word data in the
dictionary you will find that is ”facts and statistics collected together for reference or analysis.”
Or in computing terms,data is information that has been translated into a form that is efficient
for movement or processing. In our project, the data consists of KPI counter values that are
recorded at regular intervals of time for a specific network component. These KPI counter val-
ues are saved in a sequence of CSV files, each corresponding to a different type of KPI counter.
The CSV files are named in a specified way to aid identification and interpretation. This nam-
ing strategy provides useful information about the content of each CSV file, allowing us to get
insights before opening them. The figure 3.7 illustrates the naming strategy that was deployed:
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Figure 3.7: Naming scheme of csv files

In our naming scheme for the CSV files, the first word represents the name of the server
from which we retrieve the records. In this case, it is “Host11”. The next element is the Granu-
larity Period, which indicates that we have records at a 60-minute interval, making them hourly.
Following that is the Time Interval, which specifies the timeframe during which the records
were taken. For example, it shows that the records span from 01:00 AM to 02:00 AM on April
4, 2023. The “SK MG” identification in the name refers to the engineer who generated the CSV
files, which provides assistance to people who deal with them. The “4G” code identifies the
network type, which in this case is the LTE network. Following that, the name refers to the
specific network component to which the counters are linked. It is the Mobility Management
Entity (MME) in our scenario. The number “05” in the name represents the code for the table
inside the file, providing information about the content of the table and the included counters.
In our work, we will deal only with files with table codes from 01 to 08 because only these
tables includes the needed counters for our work.Lastly, the last part of the name indicates the
type of counters present in the file. In this case, “S1 mode SM” signifies that the counters are
related to the Session Management procedure and are recorded from the S1 interface, which is
the interface between the MME and the eNodeB.
The CSV files contain structured data organized in a tabular format, with each row representing
an individual record and each column denoting a specific attribute. Figure 3.8 outlines the con-
tent and organization of the data within the CSV files:

Figure 3.8: Organization of the data inside the csv file

Within the CSV files, there are two primary key columns: “Result Time” and “Object
Name”. The “Result Time” column contains the precise date and time at which the values
were recorded, while the “Object Name” column includes the name of the Mobility Manage-
ment Entity (MME) to which the records are associated. Additionally, the “Granularity” column
indicates the time interval for which the results were captured, in this case, 60 minutes or hourly
records. The “Reliability” column denotes the reliability status of the recorded data. The re-
maining columns are the file-specific KPI counters. The unit of measurement for each column is
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normally represented in the first row of the CSV file, providing context for the recorded values.
Following rows provide KPI counter records for a specific date, time, and network component.

3.5 Mechanism Implementation Steps

3.5.1 Data collection
The initial phase of our work encompasses the data collection process, which precedes the

integration of the data into our database. Data collection is the process of collecting the infor-
mation needed for our analysis.This crucial step consists of several sub-steps, which will be
detailed below:

• Downloading files from mails: To streamline the retrieval and handling of CSV files, we
have developed a Python script that automates the process. Each morning, the script logs
into the designated email account and retrieves the corresponding zip file containing the
CSV files as an attachment. The zip file is then extracted, and the individual CSV files
are transferred to a specific folder for organized storage. As a security measure, the script
promptly deletes the zip file and the received email. The flowchart bellow describes the
workflow of the script:

Figure 3.9: Get files from emails flowchart

• Creation of SQL tables: To store the data from the CSV files in our SQL database, we
need to create individual tables for each table code found in the CSV file names. This
allows us to organize the data effectively. It is crucial that each table follows a consistent
structure, with identical column names and column order. This ensures a smooth and
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error-free data upload process, preventing any issues when transferring the data to their
respective tables in the database. By maintaining uniformity in the column structure
across all tables, we can seamlessly integrate the CSV data into our database. In order to
create the needed tables we should follow these steps:

• First, we need to launch MS SQL Management Studio and connect to the desired SQL
server instance.

• Next, in the Object Explorer, we right-click on the target database where we want to cre-
ate the table. From the context menu, we select ”Tasks” and then ”Import Data” from the
submenu. This opens the SQL Server Import and Export Wizard.

• In the SQL Server Import and Export Wizard, we select the ”Data Source” as the CSV
file from which we want to create the table. We can specify the file location, format, and
delimiter of the CSV file.

Figure 3.10: Importing table structure into SQL database

• After specifying the CSV file, we proceed to skip all the rows except for the header of the
file.
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Figure 3.11: Skipping data rows

• We specify the ”Destination” as our SQL Server database and choose the appropriate
authentication method for the connection, such as Windows Authentication or SQL Server
Authentication.
-Before completing the process, we review the summary of the import settings and click
”Finish” to initiate the import process. The wizard then creates the new table in the SQL
Server database based on the structure of the CSV file.
The creation of tables should be done only in the first time when we initialize the system.

• Checking file columns: In order to maintain consistency between the received CSV
files and the database tables, we have developed a Python script that verifies the files
before uploading them into our database. The purpose of this script is to ensure that
the table structure of the CSV file matches the corresponding table in the database. The
script performs several checks based on the table code. Firstly, it compares the column
names of the CSV file with the predefined column names of the corresponding table in
the database. If the columns exist but are in a different order, the script reorders them
to match the expected structure. Additionally, the script detects any additional columns
present in the CSV file that are not found in the database table. In such cases, it raises an
error to signal the discrepancy and halts the uploading process. This rigorous verification
step guarantees that only valid and consistent data is uploaded to the database.
By implementing this Python script, we ensure that the integrity of our database is main-
tained, preventing any inconsistencies or mismatches between the CSV files and the cor-
responding tables. The flowchart bellow explain the workflow of the program:
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Figure 3.12: Column names check flowchart

• Uploading files into FTP server:
Upon finalizing the preparation of our CSV files, the next crucial step is to transfer them
to our designated FTP server location on the desktop. This allows seamless accessibility
for other users who rely on this data. The FTP server plays a pivotal role in our project
by serving as a centralized repository for storing and sharing the CSV files. It ensures
efficient and secure data transfer between different stakeholders involved in our project.
By utilizing the FTP server, we establish a structured and organized approach to file
management, enabling authorized individuals to access the data easily. This centralized
location enhances collaboration, promotes data integrity, and simplifies the overall data
sharing process. The FTP server serves as a reliable platform that facilitates the timely
availability of the CSV files to the relevant project members,supporting smooth workflow
and effective data utilization. Using a simple python script we can move the content of
the download folder directly to ftp server location.

3.5.2 Data Integration
To streamline the content uploading process of our data files into designated tables, we have

implemented two distinct approaches utilizing various data integration tools. These approaches
employ different integration software solutions.
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3.5.2.1 Data Integration using Pentaho

Pentaho is a powerful approach to extract, transform and load the data into the desired
database. We can use pentaho graphical interface to design the data integration process. This
involve defining the data sources, transformation, and the destination. We can utilize a wide
range of built-in transformation steps and connectors to manipulate and move the data as re-
quired. The workflow deployed in the transformation for uploading the data files is shown in
fig 3.13 :

Figure 3.13: Pentaho transformation

We can divide the above transformation into three main parts:

1. Data extraction: The Text File input feature in Pentaho allows us to apply regular expres-
sions to filter data files, extract desired information, and retrieve specific data fields. The
regular expression engine looks for patterns in input text that match a regular expression.
One or more character literals, operators, or structures make up a pattern.
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Figure 3.14: Pentaho text file input node

To select the relevant CSV files containing the required table, we must indicate the di-
rectory where our data files are stored. By leveraging the naming conventions of these
files, we can define a regular expression that narrows down our selection to only those
files containing the desired table code in their names. Once the files meeting the specified
criteria are selected, their contents will be directly uploaded.

2. Data Manipulation:
Once the necessary data has been extracted, the next task involves performing column
transformations. In particular, we need to split the result time column into two separate
columns, as it contains both the date and time of the recorded values. This can be achieved
using the Split Fields node in Pentaho. Using the arrow we can input the data from the
text input node to the split field node. By specifying the desired output columns, we can
effectively divide this column into date column and time column:

Figure 3.15: Pentaho split fields node

3. Loading data into database:
In the next step of this transformation, we focus on uploading the data into our desired
database table using the Table Output node in Pentaho. This node provides us with the
capability to establish a connection to the desired database and select the specific table
we want to work with. It enables us to map the incoming fields from the input stream to
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the corresponding columns in the output table.To begin, we connect to our SQL database
by navigating to the ”Database Connection” tab. In this tab, we will need to provide all
the necessary information about our database, as outlined in 3.16:

Figure 3.16: Database connection tab

We need to provide a name for this database connection by filling in the ”Connection
Name” input field. Since we are using an MS SQL Server database, we should select it
as the connection type. On the other hand, we need to define the database parameters as
follows:

• Host name: We should enter the server or host name where the database is located.
This can be an IP address or a domain name.

• Database name:We need to specify the name of the database we want to connect to.

• Instance name:The name of the server hosting the database.

• Port number: For an MS SQL database, the default port number is usually 1433, but
it may vary depending on the specific configuration

• Username and Password: We should enter the user credentials required to access
the database. These credentials must be valid and have appropriate permissions to
perform the required operations.

The JDCB driver allow us to interact with a database using the JDBC API. In order to suc-
cessfully connect to the database we need to include the appropriate JDBC driver library in
the project’s class path. After successfully establishing the connection, we should proceed by
selecting the desired table in the ”Target table” input field. To import the input fields from the
previous step, we can use the ”Get Fields” button. This action will map the obtained fields to
their corresponding counterparts in the database table. Consequently, the content of these fields
will be uploaded to the relevant columns in our table. The results obtained after completing the
configuration are illustrated in 3.17:
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Figure 3.17: Table output configuration

For each row in our transformation, we need to configure this setup to guarantee the accurate
mapping of fields into the correct table. By doing so, we ensure that the desired data is uploaded
correctly every time, consistently aligning the fields with their corresponding table columns.

3.5.2.2 Data integration using knime:

Although there are many other types of data analysis software, Knime is one of the most
popular options. Knime is an open-source program that is totally free to use, which makes it
easily available to many users who are looking for a better data analysis tool without spending
a lot of money. This is one of the key reasons for its popularity. Knime uses a drag and drop in-
terface, therefore using it is also rather simple. Its machine learning techniques also improve it
as a tool for data analysis. Knime also includes various algorithms such as logistic regressions,
decision trees, random forests, linear regressions, and polynomial regressions. The figure 3.18
illustrates the workflow deployed for uploading the data:
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Figure 3.18: Knime workflow

Figure 3.19: A zoom at the workflow

The workflow does the following job:

1. File collection and handling: The workflow starts with the FTP connector node, which
as the name suggests connects us to our FTP server.The resulting output port allows
downstream nodes to access the files of the remote server, e.g. to read or write, or to
perform other file system operations (browse/list files, copy, move, ...)[23]. The special
thing about this node is that it is a ”community node”.KNIME Community Extensions
offer a wide range of KNIME nodes from different application areas, such as chemo- and
bioinformatics, image processing, or information retrieval. In contrast to the extensions
available via the standard KNIME Update Site they are provided and maintained by vari-
ous community developers.
It is then followed by list files/folders node and path to string node. The path to string
node is needed to transform the path to the files into a string that is read by the succeeding
node, the row filter .The row filter allows for row filtering according to certain criteria.It
can include or exclude: certain ranges (by row number), rows with a certain row ID, and
rows with a certain value in a selectable column (attribute). We include the rows that
match our regular expression only.

40



2. File reading: We first start with a chunk loop start node,where each iteration processes
another(consecutive) chunk of rows. We then use a table row to variable node to turn
the path into a variable for the CSV reader.The CSV reader is the node responsible for
reading the csv files, it needs to be connected to the table row to variable and also the FTP
connector nodes as it needs to know the location of the files . This node is then succeeded
by a loop end node.

3. Date and Time: The files that we receive have a datetime column. For better analysis we
want to split it into date and time. The cell splitter node Splits the content of a selected
column into several separate new columns. The data is always split at the same position(s)
specified in the node’s dialog. This is then followed by column resorter and column filter
nodes respectively to sort out the order of the columns and filter the datetime column.

4. Uploading into the database tables: After reading and handling the files, we need to
upload them into our database. For that we will need to first establish a connection us-
ing Microsoft SQL server connector node.This node creates a connection to a Microsoft
SQL Server, an Azure SQL Database or Azure Synapse SQL pool via its JDBC driver.
You need to provide the server’s hostname (or IP address), the port, and a database name.
Login credentials can either be provided directly in the configuration, via credential vari-
ables or via the dynamic input port. Then we need to use a DB insert node, which must be
connected to both the MS SQL connector and the node containing the files, which in this
case is the column filter node. This node data rows into the selected database table based
on the values from the selected KNIME input table columns.All selected column names
need to exactly match the column names within the database table.The column order of
the KNIME table and the database table do not need to match.

3.5.3 Data Staging
Data staging is the process of preparing and organizing data before it is used for analysis,

processing, or storage. It entails gathering, purifying, transforming data into a uniform and
structured manner. Data staging is an important stage in the data pipeline because it guarantees
that the data is correct, complete, and ready for further processes. In our case the data staging
process is divided into a set of sub processes.

1. Removing duplicates: to begin the data staging process, it is crucial to verify that our
table does not include any duplicate data rows. Declaring primary key columns becomes
essential to prevent the presence of duplicate data within the tables. These key columns
serve as unique identifiers for each record, ensuring data integrity by guaranteeing that
no two records share the same key value. They provide a means to uniquely identify and
differentiate each row in the table. In our specific case, we designate the date and time
column, along with the column identifying the network component, as the primary keys
of the table. This combination of three factors uniquely identifies each data row. By run-
ning a straightforward query for each table, we can declare the primary key columns. The
figure 3.20 provides a visual representation of the query’s functionality.
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Figure 3.20: Query for managing the primary key columns.

• We use the ALTER TABLE statement to modify the table structure.

• We add the primary key constraint using the ADD CONSTRAINT clause.

• We need to specify the primary key columns within parentheses after the PRIMARY
KEY keyword.

2. Uploading data to the new tables: After successfully uploading the data into our tables,
we should proceed with deploying an additional transformation to upload the data into
the attach table and the tracking area tables. This workflow 3.21 specifically selects the
required columns from each table and fills our new tables accordingly.

Figure 3.21: Attach and TAU table creation

The workflow starts by connecting to the database, then selecting our tables using the DB
table selector node. The contents of each table are then read by the DB reader node. After
that, GroupBY node Groups the rows of a table by the unique values in the selected group
columns.A row is created for each unique set of values of the selected group column.The
remaining columns are aggregated based on the specified aggregation settings.The output
table contains one row for each unique value combination of the selected group columns.
In our case we group columns based on the procedure. Then we use a column appender
node to join the columns of each table into one table containing all the filtered columns.
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The result is then connected to a DB writer node, this node writes into an already selected
table in the database or creates a new one if it does not exist.

3. Creation of technical success rate columns:
The data within the generated tables provides valuable information regarding the attach
and tracking area update procedures. The success rate of these procedures is of utmost
significance as it denotes the percentage or proportion of processes that have been ac-
complished successfully. It indicates the effectiveness and reliability of the procedure
in successfully establishing the desired connections or associations between entities or
components. The success rate is calculated by dividing the number of successful pro-
cedures by the total number of attempted procedures and then multiplying the result by
100 to express it as a percentage. Failures have a significant impact on the success rate,
as they decrease its value. Each failure reduces the numerator (number of successful at-
tach procedures) and potentially increases the denominator (total number of attempted
attach procedures), resulting in a lower success rate. As per the specifications of 3GPP
TS 24.301, failures in these procedures can be attributed to either user causes or network
causes. To determine the technical success rate of our network, it is necessary to recalcu-
late the success rate by excluding failures caused by users and considering only failures
caused by the network. The following formulas has been deployed to calculate the new
success rates:

• Non combine attach success rate:This metric indicates the success rate of the attach
procedure to the CS network. It is calculated using the following formula:

NCASr =
AST +NUSNCE

ART
×100% (3.1)

• Combined attach success rate:This metric represents the success rate of the attach pro-
cedure to both the LTE network and the CS network. It is calculated using the following
formula:

CASr =
CAST E psservices+CAST E psservices+NUSNCE

CART
×100% (3.2)

• Combined intra TAU success rate:This metric reflects the rate at which TAU operations,
involving both SGW change and SGW not change scenarios, are successfully completed
when the user is attached to both the CS and PS networks. It is calculated using the fol-
lowing formula:

CITAUsr =
ITAUST + ICTAUST +PTAUST +NUSNCE

ITAURT +CTAURT +PTAURT
×100% (3.3)

• Non combined intra TAU success rate:This metric represents the rate of successful TAU
over the TAU request times when the user is attached to the CS network only. It is calcu-
lated using the following formula:

NCTAUsr =
ITAUST +PTAUST +NUSNCE

PTAURT + ITAURT
×100% (3.4)
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• Combined Inter TAU success rate:This metric indicates the rate at which TAU oper-
ations, involving both SGW change and SGW not change scenarios, are successfully
completed when the user is attached to both the CS and PS networks, but the user is con-
nected to a different MME. It is calculated using the following formula:

CiTAUsr =
iTAUST + iCTAUST +NUSNCE

iTAURT + iCTAURT
×100% (3.5)

• Non combine Inter TAU success rate: This metric refers to the rate of successful TAU
over the TAU request times when the user is attached to the CS network only, but the user
will be connected to a different MME when changing location. It is calculated using the
following formula:

NCiTAUsr =
iTAUST +NUSNCE

iTAURT
×100% (3.6)

Determining the USN causes and Non-USN causes to be excluded proved to be quite challeng-
ing. However, after careful examination of more than forty different causes and discussion, we
were able to find the KPIs that must be included in the formulas.Some of these KPIs description
from 3GPP [26] will be listed below:

1. Non-USN causes:

• #3 Illegal UE: This EMM cause is sent to the UE when the network refuses service
to the UE either because an identity of the UE is not acceptable to the network or
because the UE does not pass the authentication check, i.e. the RES received from
the UE is different from that generated by the network.

• #8 EPS services and non-EPS services not allowed: This EMM cause is sent to the
UE when it is not allowed to operate either EPS or non-EPS services.

• #12 Tracking area not allowed: This EMM cause is sent to the UE if it requests
tracking area updating in a tracking area where the HPLMN determines that the UE,
by subscription, is not allowed to operate.

• #15 No suitable cells in tracking area: This EMM cause is sent to the UE if it
requests tracking area updating in a tracking area where the UE, by subscription, is
not allowed to operate, but when it should find another allowed tracking area in the
same PLMN.

2. USN-causes

• #17 Network failure: This EMM cause is sent to the UE if the MME cannot service
an UE generated request because of PLMN failures.

• #19 ESM failure : This EMM cause is sent to the UE when there is a failure in the
ESM message contained in the EMM message.

• #111 Protocol error, unspecified: This ESM cause is used to report a protocol error
event only when no other ESM cause in the protocol error class applies.
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3.5.4 Data visualization
To make data easier for the human brain to grasp and draw conclusions from, data visual-

ization is the practice of putting information into a visual context, like a map or graph. Data
visualization’s major objective is to make it simpler to spot patterns, trends, and outliers in big
data sets. For our work we decided to use Microsofts’s Power BI:

Figure 3.22: Power BI front page

Power BI is able to connect to and get data from many different databases. In our case, we
click on the SQL server and enter the server and database names. As soon as a connection is
established we get the tables displayed on the right. We can display our data using different
diagrams and curves. The figure 3.22 shows some data sums displayed as a pie chart, this type
of display allows for a better understanding of the data in terms of percentage. In this part , we
will focus on the Non-combine attach success rate and Intra TAU combined and non combined
success rate of one MME which we have chosen to be Dely Brahim’s MME for a clearer view
and better understanding. First let’s start with the attach procedure visualization:

Figure 3.23: Pie chart representing attach request and success times
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We used a segment to choose USN-DELY and set the date to 7th April. We can see that the
’pure’ success times is only 11%, however the technical success rate that is calculated using the
formula shown in the previous section is much higher than that. That suggests that most of the
failures are due to non-USN causes. The figure 3.24 displays the different failure causes as a
pie chart to see which failure happens the most:

Figure 3.24: Pie chart representing attach failure times

We can see that 59.4% of the failures are due to [15 no suitable cells in tracking area] which
is a non-USN cause. The other failures are due to ESM failure, network failure and unspecified
protocol error which are USN causes. Next, we will visualize these three different causes using
a line chart for a better understanding :
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Figure 3.25: Line chart representing attach failure times

As shown by the pie chart previously, the failures due to ESM failure causes are much higher
than the other two causes. ESM failure has a range from 300 to 1800, while unspecified proto-
col errors and network failure have ranges of 0 to 60 and 0 to 40 respectively. Now let us look
at the TAU success rate on 10-03-2023:

Figure 3.26: Line chart representing Intra TAU success rate

We can notice that unlike the attach procedure, the success here is very high and close to
100%. To understand why we will see the number of failures due to USN causes compared to
the number of requests:
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Figure 3.27: Pie chart representing Intra TAU failure times due to USN causes

Figure 3.28: Pie chart representing Intra TAU request times

The number of failures due to USN causes is very low compared to the number of request
times. That explains the very high success rate. From the previous attach success rate line chart,
we might see some unusual behaviour and irregular patterns. However, we need to analyze it
first to decide if it is an anomaly or not. The following part will be devoted to the analysis of
these unusual data values.
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3.6 Data Analysis for Anomaly Detection
Data analysis is the process of inspecting, cleaning, transforming, and modeling data with

the goal of discovering useful information, drawing conclusions, and supporting decision-
making. It can be used to identifying unusual or abnormal patterns, events, or observations
within a dataset by detecting deviation from expected behavior, which may indicate potential
fraud, errors, security breaches, or other anomalies. It involves various techniques and methods
to extract meaningful insights from data, which can be in various formats such as numerical,
textual, or visual. The process of anomaly detection is divided into the following sub processes.

3.6.1 Non coded anomaly detection:
In this part we will try to detect anomalies without any Python code, using only Knime

analytics platform.

3.6.1.1 Clustering method:

The first method that we will try is the clustering method. Clustering is one of the more pop-
ular data mining techniques. The process of clustering involves grouping the entire dataset into
distinct clusters based on the instances’ shared properties. Grouping or clustering the instances
of a big database based on similarities between the data instances, regardless of the size of the
database, is regarded as an important portion of data mining.[27]. There are plentiful clustering
techniques but we will use the K-means algorithm. The figure 3.29 below shows the workflow
used for this method:

Figure 3.29: K-means workflow

The H2O nodes are part of Knime’s H2O extension. H2O is a fully open source, distributed
in-memory machine learning platform with linear scalability. H2O supports the most widely
used statistical and machine learning algorithms including gradient boosted machines, gener-
alized linear models, deep learning and more [28]. The H20 k-means node applies a k-means
model using H2O, where you can select the number of clusters and iterations number, or you
can just let the algorithm estimate. It is also possible to give user-specified initial cluster centers,
but we preferred to avoid that. You can also choose what columns to apply the clustering to,
we have chosen are newly calculated technical non combine attach success rate. The clustering
centers obtained are shown in figure 3.30:
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Figure 3.30: K-means centers

Since we are trying to detect anomalies, we need to focus about the low values around
cluster 1. So the succeeding node is a nominal value row filter which keeps only the rows that
belong to cluster 1. The obtained results are then plotted by the Line plot node which is based
on Plotly.Js library. The results are shown in the figure 3.31 :

Figure 3.31: K-means line plot

We can see that while most of the anomalies detected in the previous part are detected here,
there are some additional ”normal” values and that is because k-means algorithm uses the near-
est mean as a prototype of the cluster. In hope of a more accurate detection of anomalies, we
are going to try another method.

3.6.1.2 Outlier detection method:

This method is based on filtering out the values lying outside of the upper and lower bounds
of our interval, that are calculated using the interquartile range IQR. To calculate the IQR the
1st and 3rd quartile are calculated,the first quartile Q1 is the value under which 25% of data
points are found when they are arranged in increasing order. is the value under which 75% of
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data points are found when arranged in increasing order[29]. The inter quartile range is then
calculated as IQR = Q3-Q1. An observation point is said to be an outlier if it lies outside the
range R = [Q 1 - (k × IQR), Q 3 + (k × IQR)]. In Knime we use the numeric outliers node
combined with numeric outliers apply as shown in figure 3.32:

Figure 3.32: Numeric outliers workflow

The reason for using two numeric outliers nodes separately is that If an observation is
flagged an outlier, one can either replace it by some other value or remove/retain the corre-
sponding row. In the first one we select the USN-cause attach failure columns and choose to
replace outliers above the upper bound by a missing value. In the second node we choose to
remove non outlier rows and keep only outliers below the lower bound as we are focusing on the
technical non combine attach success rate. The output of these two nodes are then joined in one
table to try and find the attach failure causes anomalies in the technical success rate anomalies.

Figure 3.33: Numeric outliers output table
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We can see that most of the values of the ESM failure column are missing, so an assumption
can be made that the technical success rate anomalies happened due to a spike in attach failures
due to ESM failure. To get a better understanding through a visualization we used a missing
value handling node and replaced missing values by the value 1000. The obtained plot is shown
in 3.34 :

Figure 3.34: Numeric outliers output line plot

Outliers detection method does a better job at detecting anomalies in our data than the
clustering method. This is due to the type of data that we have. Next we will try to see if we
can predict the values and anomalies in our data.

3.6.1.3 Predictive analysis:

The use of statistics and modeling approaches to forecast future results and performance is
known as predictive analytics. With predictive analytics, data patterns in the past and present
are examined to see if they are likely to recur. Before choosing what model to use, we will first
execute an AutoML learner node to decide which model will yield the better results.
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Figure 3.35: AutoML learner node

AutoML learner node Learns the specified types of models using H2O AutoML and returns
the leading model amongst these. As part of the learning process, hyperparameters are automat-
ically optimized by H2O using a random grid search. The scoring meter selected to determine
the best model was chosen to be the mean squared error.

MSE =
1
N

N

∑
i=1

(xi − yi)
2 (3.7)

Where :
N = number of data points.
xi = observed values.
yi = predicted values.

The best model selected is shown in figure 3.36 :
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Figure 3.36: Best model

Gradient booster machine was selected as the best model. The table shown in 3.37 is a
leaderboard of models trained in the AutoML process. The models are ranked by the selected
scoring metric:

Figure 3.37: Leaderboard table

The first row corresponds to the GBM.
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1. Gradient boosting machine: Boosting models were originally developed for classifica-
tion problems and were later extended to the regression setting[30]. Both continuous and
categorical target variables can be predicted using the gradient boosting approach (as a
regressor or classifier). The cost function is Mean Square Error (MSE) when it is used as
a regressor, while it is Log loss when it is used as a classifier.
The workflow for these models is shown in 3.38 :

Figure 3.38: Gradient boosters workflow

Our dataset was partitioned using a partitioning node. 70% was dedicated to the learn-
ing node, while the predicting node tried to predict the results of the remaining 30%.
The learning nodes Learn Gradient Boosted Trees with the objective of classification.
The algorithm uses very shallow regression trees and a special form of boosting to build
an ensemble of trees.The implementation follows the algorithm in section4.6 of the pa-
per”Greedy Function Approximation: A Gradient Boosting Machine” by Jerome H. Fried-
man (1999). While the predicting nodes classify data using the learned model. The pre-
diction results of the classifier are shown in 3.39 :
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Figure 3.39: Gradient boosters classifier

This node predicted the clusters of each row, with an additional column about the confi-
dence of the decision. We can see that although the dataset used for learning was small,
the results were satisfying regardless of the very few mistakes made.
Next we will see the results of the regressor prediction:
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Figure 3.40: Gradient boosters regressor

The results in this case are less accurate than the classifier, that is expected since predict-
ing classes is more tolerant than predicting values. Trying a larger dataset may improve
the results of this node. Now we will try another model and see if the GBM was truly the
best model as determined by the AutoML learner.

2. Random forest algorithm: Leo Breiman and Adele Cutler are the creators of the widely
used machine learning technique known as random forest, which mixes the output of var-
ious decision trees to produce a single outcome. Its widespread use is motivated by its
adaptability and usability because it can solve classification and regression issues. We
will use only the classification model :

Figure 3.41: Random forest workflow
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We used the same dataset and partitioning used in the previous model for comparison.
The predictions are shown in the following table 3.42:

Figure 3.42: Random forest prediction table

We can see that the confidence of the prediction is less than that of the GBM, also there
are more errors in the classification. This shows that GBM was indeed the best model
for our predictive analysis. Overall, the results of our predictive analysis were not 100%
accurate. The few prediction mistakes are due to the insufficient amount of data that we
have for better learning. However, the results of the GBM classifier were satisfying.

3.6.2 Coded Anomaly detection
3.6.2.1 Data preprocessing:

Data preprocessing is a crucial initial phase in data analysis, focused on preparing and re-
fining raw data to enhance its suitability for further analysis. Its primary objectives include
resolving data quality concerns, addressing missing values, normalizing or scaling the data, and
ensuring it conforms to the necessary format for analysis. When dealing with data stored in
database tables, the initial step involves retrieving the relevant data from the tables and storing
each required table in a Python data frame to facilitate analysis. The subsequent step entails
managing any missing values using the mean imputation technique, while also ensuring the
absence of duplicate rows within the data frame.

3.6.2.2 Getting normal range from main KPIs:

After cleaning and storing the data in a data frame, we can move forward with the analysis
by determining the normal range for our key performance indicators (KPIs). It is crucial to
select the relevant columns for the analysis of each procedure, as we do not need to calculate the
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normal range for every column. In our scenario, the main KPI counters consist of the success
rates columns and the columns describing network-related failures. To calculate the normal
range, we begin by filtering the data using a specified date range. This allows us to focus on the
relevant time period for our analysis. Then, for each column of interest, we calculate the mean
and standard deviation for that column within the filtered data using the following formulas:

µ =
∑

N
i=1(xi)

N
(3.8)

Where:

• µ is the mean,

• xi represents each individual value in the dataset,

• N is the total number of values in the dataset.

σ =

√
1
N

N

∑
i=1

(xi −µ)2 (3.9)

Where:

• σ is the standard deviation,

• xi represents each individual value in the dataset,

• µ is the mean,

• N is the total number of values in the dataset.

The normal range is determined by establishing a range centered around the mean value. For the
success rate columns, the normal range is defined as three standard deviations below and above
the mean: [µ -( 3 ×σ ), µ + (3×σ )]. On the other hand, for the failure columns, the normal
range is defined as a minimum value of 0 and the mean plus two times the standard deviation: [0,
µ + (2 ×σ ]. This range is considered ”normal” and is used to determine if a value falls within
expected bounds. The calculated normal ranges are stored in dictionaries, where each column is
associated with a range for each unique object in the dataset. This allows for easy reference and
comparison of values against their respective normal ranges during further analysis or reporting.

3.6.2.3 Detecting anomalies using normal range:

The process of detecting anomalies using the calculated normal ranges involves a systematic
comparison of column values against their respective normal ranges. We iterate over the suc-
cess rate columns, examining whether values fall outside the established normal range for each
unique MME in the table. Any identified anomaly is marked as True in the ”Anomaly” column
of the corresponding DataFrame. Additionally, critical anomalies are identified by assessing the
anomaly’s distance from the lower bound of the normal range relative to the overall range. If an
anomaly exceeds 30% of the overall range, it is labeled as critical. To provide comprehensive
insights, we generate detailed reports for each critical anomaly, including crucial information
such as the object name, timestamp, column name, anomaly value, and the minimum value
allowed within the normal range. Furthermore, we conduct an in-depth examination of related
columns to understand the underlying causes of anomalies. By retrieving the normal ranges for
these failure columns, we analyze whether any values exceed the expected range. If anomalies
are found in the related columns, they are promptly included in the anomaly report, offering
visibility into the specific column and the anticipated maximum value within the normal range.
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Overall, our code adopts a comprehensive approach to anomaly detection, leveraging calculated
normal ranges to effectively identify and report anomalies within the success rate columns. The
inclusion of related columns enhances anomaly understanding and facilitates robust anomaly
analysis and reporting, empowering network operators to gain valuable insights into network
performance deviations and enabling proactive measures for resolution and optimization.

Figure 3.43: Anomaly visualization for USN Blida on 2023-04-07.

3.6.2.4 Anomaly report creation:

Once anomalies have been detected, we need to generate detailed anomaly reports to provide
comprehensive insights. The reporting process is further enhanced through visualization tech-
niques. After identifying critical anomalies in the success rate columns based on the comparison
with normal ranges, the code generates detailed reports for each critical anomaly. These reports
include essential information such as the object name, timestamp, column name, anomaly value,
and the minimum value allowed within the normal range. Additionally, the code incorporates
visualizations by plotting the data points and highlighting the anomalies in scatter plots. The
plots utilize a green shaded region to represent the normal range. These detailed reports and vi-
sualizations are created for each date within the specified date range and are stored in separate
output files. In cases where no anomalies are detected, the code generates a report indicating
”No Anomaly Detected Today.” This combined approach of structured reports and visualiza-
tions enhances the overall analysis and enables network operators and analysts to easily review
and investigate anomalies, providing valuable insights into potential network performance is-
sues. The anomaly report creation process facilitates effective anomaly tracking, resolution,
and communication among stakeholders, contributing to the overall efficiency and optimization
of network operations.
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Figure 3.44: Anomaly report on 2023-04-07.

3.7 Mechanism Deployment
Once the mechanism has been implemented, one way to utilize it is by integrating it into a

local web application. This application should be installed on the server, granting access to the
entire working team simply by entering the application’s URL.

3.7.1 Development tools:
3.7.1.1 Flask library:

Flask is a lightweight web framework for building web applications in Python. It follows
a minimalistic approach, providing essential tools for web development without imposing a
specific project structure. With Flask, you can easily define routes using decorators and handle
different HTTP methods. It supports Jinja2 templating for creating dynamic HTML pages.
Flask also offers request and response handling, along with a wide range of extensions for
integrating additional functionalities like database integration and authentication. Its simplicity,
flexibility, and active community make it a popular choice for developing small to medium-sized
web applications.

3.7.1.2 HTML:

HTML (Hypertext Markup Language) is the standard markup language used for creating
web pages and applications. It provides the structure and content of a webpage, defining the
elements and their relationships. HTML uses tags to markup different parts of a document,
such as headings, paragraphs, images, links, forms, and more. It allows for the inclusion of
multimedia elements like audio and video, as well as the organization and presentation of data.
HTML documents can be viewed in web browsers, which interpret the markup and render the
content accordingly. With HTML, developers can create interactive and visually appealing web
pages that are accessible across different devices and platforms.

3.7.2 Web application presentation
The web app built using Flask serves as a user interface for various functionalities. Users

access the app through a login page where they can enter their credentials. The app verifies the
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provided username and password against a predefined dictionary of valid users. If the user does
not have login credentials, he can fill out a form with his name, job, and email address. Upon
submission, the app validates the form data and checks for an active internet connection. If
the conditions are met, the app composes an email using the MIMEText module, including the
submitted information. It then establishes a connection with the SMTP server, logs in with the
appropriate credentials, and sends the email to a specified recipient. Upon successful delivery,
the app provides a confirmation message to the user.

Figure 3.45: Login page for web app

If the authentication is successful, the user is redirected to a dashboard page, which serves
as the main navigation hub which is shown in figure 3.46:

Figure 3.46: Navigation dashboard for web app

The web app also includes a visualization page that dynamically displays HTML content.
This functionality utilizes Flask’s integration with Jinja2 templating. The app accesses a Power
BI report server URL and obtains an embed URL. The embed URL is then passed to the vi-
sualization page, where it is rendered within an HTML iframe. This allows users to view and
interact with the Power BI report directly on the web app. To keep the visualization up to date,
the web app provides a mechanism to refresh the report. When triggered, the app sends a POST
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request to the Power BI report server URL, simulating the action of clicking the ”Actualize”
button. This ensures that the report data is refreshed, providing users with the most recent in-
formation and insights.

Figure 3.47: Visualization dashboard for web app

Furthermore, the web app facilitates the creation of anomaly reports. Users can input a
specific date, and the app checks if a corresponding report file exists. If found, the app reads
the content of the report file and generates plots based on the provided date. This functionality
relies on pandas and matplotlib libraries for data manipulation and visualization. The generated
plots are then encoded as base64 strings and passed to the anomaly report page, where they are
rendered as images. This allows users to visualize and analyze anomalies in the data associated
with the specified date.

Figure 3.48: Anomaly report dashboard for web app

Additionally, the web app offers the capability to execute a job. Before executing the job, it
checks for an active internet connection. Once validated, the app logs in to an Outlook account
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using the provided credentials and searches for unread emails. If any emails contain zip file
attachments, the app downloads and extracts them to a designated folder. It then proceeds to ex-
ecute an additional task, which involves running a Pentaho job. The results of the job execution
are displayed on a dedicated job result page. The page also includes buttons that show or hide
the execution buttons based on the internet connection status, providing users with appropriate
feedback.
In summary, the web app combines user authentication, email sending, dynamic visualization,
anomaly report generation, and job execution functionalities. It leverages Flask’s routing, re-
quest handling, and templating features to create an intuitive and interactive user interface,
enabling users to perform various tasks efficiently within a web-based environment.

3.8 Summary
In this chapter, we outlined the implementation process for our mechanism, starting with

the description of development tools and the introduction of the data used in the analysis. We
then proceeded to collect and preprocess the data, followed by the integration of the data into
specific database tables. To facilitate data analysis, we performed data staging and calculated
the necessary technical success rates. Various methods were employed for data analysis, and the
final step in the mechanism involved data visualization. Finally, we embedded our mechanism
into a local web application to ensure accessibility for all service workers.
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General Conclusion

In conclusion, this project has addressed the critical need for comprehensive analysis and
optimization of key performance indicators (KPIs) related to the quality of service (QoS) in the
4G/LTE core network for DJEZZY mobile operator. By developing a robust mechanism for
analyzing these KPIs, valuable insights into the network’s technical success rates across vari-
ous processes have been obtained. The main contribution of this project was to promptly detect
anomalies or malfunctions within the network. Through the utilization of advanced analytics
techniques, deviations from expected performance levels have been identified, enabling timely
troubleshooting and optimization. These proactive measures have proven instrumental in pre-
venting service disruptions, reducing downtime, and enhancing the overall user experience.
The implementation of a user-friendly web application has significantly enhanced accessibility
and usability for service workers within the organization. This intuitive interface has empow-
ered them to easily access and utilize the valuable insights gained from the analysis, facilitating
efficient decision-making and prompt actions to rectify identified issues. As a result, the net-
work’s performance has been improved, leading to higher customer satisfaction and regulatory
compliance.
The platform developed in this project meets the specified requirements and provides valuable
insights for QoS optimization. However, it is important to acknowledge the limitations of the
work. Firstly, the scope of the project was focused on the 4G/LTE core network of DJEZZY
on specific procedures, and expanding the platform to incorporate other network components
could provide a more comprehensive solution. Additionally, the project’s findings and recom-
mendations are based on the data available during its implementation, and ongoing monitoring
and adjustments may be necessary to adapt to evolving network conditions.
Despite these limitations, this project has made a significant contribution to improving the qual-
ity of service provided by DJEZZY. It has provided a foundation for further enhancements and
refinements in the future, enabling the platform to reach its full potential.
Overall, this project has successfully fulfilled its objectives by creating a platform that empow-
ers DJEZZY mobile operator to monitor and optimize their quality of service. The project
has not only enhanced technical skills but also facilitated the integration into the professional
sphere, providing a valuable foundation for future endeavors in the telecommunications indus-
try.
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Appendix A

Tracking Area Optimization

In an LTE network, the coverage area of the network is divided into smaller regions called
Tracking Areas. Each Tracking Area consists of a group of cells, and each cell covers a specific
geographic area. An eNB can contain cells from different tracking areas, and a single cell can
belong to more than one TA. A single TA may span many MME areas or be contained within
a single MME region. When a UE registers in the network, it is responsible for registering
inside a certain TA, and the core network records information about the tracking area when the
registration is completed. When the MME pages a UE, a paging message is sent to all eNBs in
the TAI list that includes 1 to 16 TA to notify the user about incoming data connections. The
TA to which a cell belongs is sent via System Information Block 1 (SIB1) once every 80 ms
[17]. In order to get around some of the drawbacks of the traditional TA, the LTE standard
introduces the tracking area list (TAL) idea. With this method, one cell may contain a list of
TAs rather than having one TA assigned to each cell. Instead of planning one TA, these TAs
can be combined into a TAL. So when a UE repeatedly switches between two or more nearby
cells in various TAs, no TAU is triggered if they are inside one TAL. The user receives the TA
list from a cell, and will not change its list, until it moves to a cell, which is not included in the
list. TA list can cover one or more TAs, TA list benefits over adding eNBs to single TA is that
TA list can be created based on subscriber needs according to history of UE movement.

Figure A.1: Tracking Area scheme

To refresh its location, the UE must send frequent location updates to MME. TAUs (TA
updates) are often classified into two types: periodic TAUs and mobility TAUs. With periodic
TAU, the UE wakes up and attaches to the network at fixed intervals to refresh the EPC of its
existence. This allows the MME to keep track of UEs that have gone out of coverage. If a
tracking area update isn’t received by MME within the expected timeframe, it will delete the
context of the UE from its database. For mobility TAU, the UE must notify the MME of the
change when it determines that it is traveling between different tracking zones, and the MME
will then update its location database.
The UE initiates a new registration either when it enters a new TA/TA list where the registration
is no longer valid (periodic registration) or after a predetermined amount of time. In order to
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minimize the tracking area update signaling, an MME can allocate the UE multiple tracking
areas. The TAI is the TA history of a UE that has been relocated to; if the UE has moved to
another TA, the new TA is added to the TA list. One MME pool area must contain all of the
TAs from the TA list given to the UE.
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Appendix B

Machine Learning Models

B.1 K-means
K-means clustering algorithm computes the centroids and iterates until it finds the optimal

centroids. It presumes that there are already known quantities of clusters. It is also called flat
clustering algorithm. The ’K’ in K-means stands for the number of clusters that the algorithm
was able to identify from the data. In this algorithm, the data points are assigned to a cluster in
such a manner that the sum of the squared distance between the data points and centroid would
be minimum. Less diversity within the clusters will result in more identical data points inside
the same cluster.

B.2 GBM
Gradient Boosting is a powerful boosting algorithm that combines several weak learners into

strong learners, in which each new model is trained to minimize the loss function such as mean
squared error or cross-entropy of the previous model using gradient descent. In each iteration,
the algorithm computes the gradient of the loss function with respect to the predictions of the
current ensemble and then trains a new weak model to minimize this gradient. The predictions
of the new model are then added to the ensemble, and the process is repeated until a stopping
criterion is met.
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Figure B.1: Gradient boosted trees for regression

The ensemble consists of M trees. Tree1 is trained using the feature matrix X and the labels
y. The predictions labeled y1(hat) are used to determine the training set residual errors r1.
Tree2 is then trained using the feature matrix X and the residual errors r1 of Tree1 as labels.
The predicted results r1(hat) are then used to determine the residual r2. The process is repeated
until all the M trees forming the ensemble are trained. There is an important parameter used in
this technique known as Shrinkage. Shrinkage refers to the fact that the prediction of each tree in
the ensemble is shrunk after it is multiplied by the learning rate (eta) which ranges between 0 to
1. There is a trade-off between eta and the number of estimators, decreasing learning rate needs
to be compensated with increasing estimators in order to reach certain model performance.
Since all trees are trained now, predictions can be made. Each tree predicts a label and the final
prediction is given by the formula:

y(pred) = y1+(η ∗ r1)+(η ∗ r2)+ .......+(η ∗ rN) (B.1)

B.3 Random Forest
A random forest is a machine learning technique that’s used to solve regression and clas-

sification problems. It utilizes ensemble learning, which is a technique that combines many
classifiers to provide solutions to complex problems.

A random forest algorithm consists of many decision trees. The ‘forest’ generated by the
random forest algorithm is trained through bagging or bootstrap aggregating. Bagging is an
ensemble meta-algorithm that improves the accuracy of machine learning algorithms. The (ran-
dom forest) algorithm establishes the outcome based on the predictions of the decision trees. It
predicts by taking the average or mean of the output from various trees. Increasing the number
of trees increases the precision of the outcome. A random forest eradicates the limitations of
a decision tree algorithm. It reduces the overfitting of datasets and increases precision. When
performing Random Forests based on classification data, you should know that you are often
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using the Gini index, or the formula used to decide how nodes on a decision tree branch.

Gini = 1−
C

∑
i=1

(pi)
2 (B.2)

This formula uses the class and probability to determine the Gini of each branch on a node,
determining which of the branches is more likely to occur. Here, pi represents the relative
frequency of the class you are observing in the dataset and c represents the number of classes.
You can also use entropy to determine how nodes branch in a decision tree.

Entropy =
C

∑
i=1

(−pi × log2(pi)) (B.3)

Entropy uses the probability of a certain outcome in order to make a decision on how the node
should branch.It is more mathematically complex than the Gini index since a logarithmic func-
tion is utilized to calculate it.
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