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 ملخص 
تستكشف هذه الرسالة تنفيذ وتقييم نماذج التعلم العميق للتعرف على الوجه في سياق فحص جوازات السفر. تشمل المكونات  

والشبكات العصبية السيامية. تقارن البحث أداء هذه النماذج مع النهج المتقدم   LBP و MTCNN و VGGFace الرئيسية

معالجة التحديات مثل توفر مجموعة البيانات والتكيف المفرط وموارد الحوسبة. تبرز  يتم  .LFW باستخدام مجموعة بيانات

لمواجه البحث  من  مزيد  على ضرورة  وتؤكد  السفر  جوازات  فحص  لتطبيقات  النماذج  فعالية  المتعلقة  ة  النتائج  التحديات 

عمليات التحقق من الهوية وتعزيز أنظمة بالشيخوخة وتباين الإضاءة وتحيزات مجموعات البيانات. تساهم النتائج في تحسين  

 . الرقابة على جوازات السفر وأمن الحدود

 . VGGFace ،MTCNN ،LBPالذكاء الاصطناعي، التعلم العميق، تمييز الوجوه، 

Abstract 
This thesis explores the implementation and evaluation of deep learning models for facial 

recognition in the context of passport checks. Key components include VGGFace, MTCNN, 

LBP, and Siamese Neural Networks. The research compares the performance of these models 

with state-of-the-art approaches using the LFW dataset. Challenges such as dataset availability, 

overfitting, and computational resources are addressed. The findings highlight the effectiveness 

of the models for passport check applications and the need for further research in addressing 

challenges related to aging, lighting variations, and dataset biases. The outcomes contribute to 

improving identity verification processes and enhancing passport control and border security 

systems. 

Artificial intelligence, Deep Learning, Face Recognition, VGGFace, MTCNN, LBP. 

Résumé 

Ce memoire explore la mise en œuvre et l'évaluation de modèles d'apprentissage profond pour 

la reconnaissance faciale dans le contexte du contrôle des passeports. Les composantes clés 

incluent VGGFace, MTCNN, LBP et les réseaux neuronaux siamois. La recherche compare les 

performances de ces modèles avec des approches de pointe en utilisant l'ensemble de données 

LFW. Les défis tels que la disponibilité des données, le surapprentissage et les ressources 

informatiques sont abordés. Les résultats mettent en évidence l'efficacité des modèles pour les 

applications de contrôle des passeports et soulignent la nécessité de poursuivre la recherche 

pour relever les défis liés au vieillissement, aux variations d'éclairage et aux biais des ensembles 

de données. Les résultats contribuent à améliorer les processus de vérification d'identité et à 

renforcer les systèmes de contrôle des passeports et de sécurité aux frontières. 

Intelligence artificielle, Apprentissage en profondeur, Reconnaissance Faciale, VGGFace, 

MTCNN, LBP. 
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General Introduction 

In several fields, including security and identity, facial recognition technology has emerged as a 

valuable tool. It has also grown in popularity in passport control operations in recent years, where 

technology may assist make the process faster, more effective, and safe. The purpose of this 

thesis is to investigate the construction of a face recognition system for passport check, with an 

emphasis on the broad principles of deep learning and facial recognition, the tools and 

technologies employed, and the system's experimental design. 

To compare and match a person's facial traits with a database of known faces in facial recognition 

technology, algorithms are used. This technique has been utilized for a variety of purposes, 

including unlocking devices and detecting criminals. It has also grown more common in border 

control and passport screening operations in recent years. The use of face recognition technology 

in passport control has various benefits, including enhanced speed and accuracy, as well as the 

capacity to identify counterfeit passports. 

The goal of this thesis is to investigate the implementation of a face recognition system for 

passport check, with a particular emphasis on the following aspects: 

1. Deep learning and facial recognition in general, including the techniques and 

methodologies utilised in these technologies 

2. The programming languages, libraries, and frameworks utilized in the development of 

the face recognition system. 

3. The facial recognition system's experimental design, including the dataset used, the 

training, validating and testing method, and the evaluation metrics 

The study will employ an approach that combines literature evaluation and experimental design. 

A literature review will be done to analyze the present status of face recognition technology and 

its use in passport control operations. The experimental design will concentrate on the creation 

of a face recognition system for passport check, including dataset selection, system development 

and testing, and performance assessment using standard evaluation criteria. 

The use of a face recognition technology for passport checks has a number of potential 

advantages, including greater speed, accuracy, and security. The purpose of this thesis is to 

investigate the creation and experimental design of a face recognition system for passport check, 

with an emphasis on the broad principles of deep learning and facial recognition, the tools and 

technologies employed, and the performance assessment. This research can contribute to a better 

understanding of the possible benefits and limits of this technology, as well as give 

recommendations for future application, by providing insights into the creation and experimental 

design of a face recognition system for passport check. 

The thesis is divided into parts that address various areas of our study on face recognition for 

passport check. In Chapter 1, we cover the essential ideas of machine learning, computer vision, 

face recognition, and detection. This chapter provides the basic information required to 
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understand the next chapters and emphasizes the relevance of our study in the context of these 

domains. 

The second chapter focuses on the techniques and technology used in our research. We go 

through the models and approaches used, such as VGGFace, MTCNN (Multi-task Cascaded 

Convolutional Networks), LBP (Local Binary Patterns), and numerous Python packages. This 

chapter sheds light on the technical basis of our work while providing insights into the practical 

elements of our implementation. 

In the third chapter we report the findings and analysis of our studies. We analyze and compare 

the three models that we implemented. We specifically highlight the correctness of each model 

and give a thorough analysis of the results. Furthermore, we compare our findings to previous 

research and cutting-edge standards, stressing our study's contributions and breakthroughs. 

We want to give a complete analysis of face recognition for passport check by arranging the 

thesis into these chapters. Each chapter builds on the one before it, digging deeper into the study 

topic and concluding with a complete analysis of our results. This thesis adds to the current 

literature by suggesting new approaches, utilizing cutting-edge models and methodologies, and 

making considerable gains in accuracy and performance.



 

 

 

 

 

 

CHAPTER 1 

Overview of Face Detection 

and Recognition  
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1. Introduction 

In this chapter, we will discuss face detection and recognition technology and its applications in 

airport security. The system comprises several modules that work together to detect and 

recognize human faces in real-time. The different classification approaches used in the 

recognition system are employed to accurately identify individuals, ensuring that the picture 

taken is the same as in the passport of the person. Also talking about tools and technologies that 

we’ll use in our work, such as: TensorFlow, computer vision, transfer learning, python libraries, 

matplotlib, Keras, and OpenCV, and the work plan that we will work with to achieve our 

objective. 

2. Machine learning and Deep learning 

Machine learning is a branch of artificial intelligence concerned with the design and development 

of algorithms. It is the process of teaching computers to learn from data, and involves developing 

algorithms that can automatically detect patterns in data, and then make predictions based on 

those patterns. This contrasts with traditional programming, where programmers write code that 

explicitly tells the machine what to do. Machine learning algorithms learn from data to solve 

problems too complex for traditional programming. [1] 

As for Deep learning, it is a subset of machine learning that results from the simultaneous 

execution of multiple layers of machine learning algorithms. Note: The terms machine learning 

and deep learning are often used interchangeably. Most machine learning today is designed at 

the level of deep learning. 

3. How is deep learning used today 

Deep learning is evolving with many applications in areas such as computer vision, natural 

language processing, and predictive analytics. Chances are you already use a variety of products 

or services that use machine learning techniques in your daily life, as more and more companies 

are using machine learning in a very wide range of vertical industries. 

For example, Netflix uses deep learning in several ways. One way is to go through their 

recommendation system. The recommendation system gives you personalised suggestions on 

what to watch next. It relies on algorithms that consider your viewing history, ratings, and what's 

popular on Netflix. Another way is for companies to invest in new seasons of shows early on, 
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confident that their algorithmic predictions will be successful. Other streaming media and social 

media also rely heavily on machine learning and deep learning algorithms to deliver content that 

matches user preferences. Online shopping portals like Amazon also use machine learning 

algorithms to suggest other items you might want to buy based on your previous searches. [2] 

4. Computer vision 

Computer vision is the study of how computers can interpret, analyse, and comprehend visual 

information from their surroundings. It entails the creation of algorithms and strategies for 

extracting useful information from digital photos and movies. Object identification, face 

detection, picture restoration, 3D reconstruction, and other applications are all possible with 

computer vision. The objective of computer vision is to construct machines that can comprehend 

the visual environment in the same way that humans do and make intelligent judgments based 

on that comprehension. 

Advances in machine learning, deep learning, and computer technology are propelling the area 

of computer vision forward. Computer vision algorithms have attained remarkable levels of 

accuracy and performance because of the availability of massive datasets and powerful 

computing resources. As a result, computer vision is currently used in a wide range of fields, 

including healthcare, automotive, security, entertainment, and others. As the discipline matures 

and grows, it is predicted to have a significant influence on how humans engage with technology 

and the environment around us. 

Figure 1 outlines question discovery utilizing computer vision. It grandstands the method of 

distinguishing and localizing objects inside pictures or recordings. Progressed calculations and 

neural systems analyse the visual information and draw bounding boxes around the objects. This 

innovation is connected in independent driving, observation, and picture acknowledgment 

assignments. 
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Figure 1.1. Object detection with computer vision [3] 

 

4.1. Image processing techniques for computer vision 

Signal processing is a discipline that pertains to the analysis and manipulation of analog and 

digital signals in electrical engineering and mathematics. This involves a range of operations, 

such as storing, filtering, and other processing of signals, including transmission signals, sound 

or voice signals, image signals, and more. Within this realm, image processing specifically deals 

with signals where the input and output are both images. Image processing involves a range of 

techniques for processing images, and it can be categorised into two main branches: analog image 

processing and digital image processing. [4] 

4.2. Object detection and recognition 

Object detection and recognition are crucial computer vision tasks that entail recognizing and 

localising items in pictures or movies [5]. Surveillance, driverless cars, robotics, and image 

search are just a few of the practical uses for these tasks. 

Object detection is the process of finding and locating things of interest in an image or video. 

The purpose is to create a bounding box around each object in the image, indicating its location 

and size. Typically, object detection consists of two steps: (1) finding areas of interest within the 

picture, and (2) categorizing each region as containing or not containing an object of interest. 

Object identification approaches include region-based methods (e.g., Faster R-CNN, Mask R-

CNN) and one-stage methods (e.g., YOLO, SSD)[6]. 
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Object recognition, on the other hand, is the process of determining the category of an item in an 

image or video. This is often accomplished by comparing picture attributes to a predefined list 

of item categories [7]. Template matching, feature-based approaches (e.g., SIFT, SURF), and 

deep learning-based methods are common strategies for object recognition (e.g., CNNs). 

Object detection and recognition are both active areas of study in computer vision, with new 

approaches being created all the time to increase their accuracy and efficiency. 

Transfer learning has been demonstrated to increase performance on a variety of computer vision 

tasks, including object identification, picture classification, and semantic segmentation. VGG, 

ResNet, Inception, and MobileNet are some prominent pre-trained models used for transfer 

learning in computer vision. 

5. Facial detection and recognition 

Facial recognition is a biometric technology that uses the unique characteristics of an individual's 

face to identify them. Most facial recognition systems work by comparing facial prints against a 

database of known faces. If there is a match, the system can identify the person. However, if the 

face print is not in the database, the system cannot identify the individual. 

Facial recognition technology is often used for security purposes, such as identifying criminals 

or preventing identity theft. It can also be used for more mundane tasks, like finding a lost child 

in a crowded place or identifying a guest of honour at an event. 

Some facial recognition systems are equipped with artificial intelligence that can learn to 

recognize individuals even if their appearance has changed, for example if they have grown a 

beard or gained weight. 

The capacity of machines to recognize and locate human faces in digital photographs or video 

streams is referred to as face recognition and detection. It's an important area of computer vision, 

with applications ranging from security and surveillance to entertainment and social media. Face 

detection is the detection of a face in an image or video frame, independent of the individual's 

identification. The image is analysed using algorithms to identify facial characteristics like the 

eyes, nose, and mouth, as well as the shape and location of the face. 

Facial recognition, on the other hand, is the act of validating or authenticating an individual's 

identification based on facial traits. This procedure usually entails comparing the observed face 
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traits to a database. Face identification and detection has advanced significantly in recent years 

as a result of the development of deep learning algorithms and the availability of massive 

datasets. These advances have resulted in the creation of extremely precise and efficient face 

recognition and detection systems that may be utilised for a variety of purposes. 

Yet, there are considerable hurdles in the sector, such as privacy concerns, algorithmic prejudice, 

and ethical implications. As a result, it is critical that these technologies are created and utilised 

responsibly in order to preserve individual rights and promote equal results. 

Figure 2 portrays facial acknowledgment and facial location. It exhibits the innovation utilized 

to analyse facial highlights and recognize people inside pictures or recordings. Facial 

acknowledgment compares identified faces with a known database, whereas facial discovery 

centers on finding and extricating facial locales. These procedures have applications in security 

frameworks and biometric confirmation. 

 

Figure 1.2. Facial Recognition and Facial Detection [8] 

 

6. History of face recognition 

Over the past 60 years, the rapid development of facial recognition technology has benefited 

several major industries, including law enforcement, border control, retail, mobile technology, 

banking and finance. As we consider the future uses of facial recognition software, it's best to 

step back and look at how far we've come since our beginnings. 

The early pioneers of facial recognition were Woody Bledsoe, Helen Chan Wolf and Charles 

Bisson. In 1964 and 1965, Bledsoe, along with Wolfe and Beeson, began using computers to 

recognize faces. Much of their work has never been published since funding for the project came 

from an anonymous intelligence agency. However, it was later revealed that their original job 
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was to manually mark various "landmarks" on the face, such as the centre of the eyeball and the 

mouth. It is then mathematically rotated by a computer to compensate for pose changes. 

Distances between landmarks are also automatically calculated and compared between images 

to determine identity. 

Goldstein, Harmon and Lesk took over in the 1970s when they expanded their work to include 

21 specific subjective markers, including hair colour and face lip thickness. for automatic 

identification. Although accuracy has increased, measurements and positions still have to be 

calculated manually, which proved extremely laborious, but still represented a breakthrough in 

Bledsoe's RAND tablet technology. 

The Defence Advanced Research Projects Agency (DARPA) and the National Institute of 

Standards and Technology (NIST) launched the Facial Recognition Technology (FERET) 

program in the early 1990s to encourage commercial facial treatment Identifying the market. 

The Face Recognition Grand Challenge (FRGC) was launched in 2006 with the primary goal of 

promoting and advancing facial recognition technology designed to support existing facial 

recognition efforts in the United States Government. 

In 2010, Facebook began implementing facial recognition to help identify people whose faces 

might appear in photos that Facebook users update daily. The feature immediately sparked 

controversy in the media, triggering a flood of privacy-related articles. However, Facebook users 

generally don't seem to care. With no apparent negative impact on site usage or popularity, more 

than 350 million photos are uploaded every day with facial recognition tags. 

Facial recognition technology has developed rapidly since 2010, and September 12, 2017 is 

another important breakthrough for the integration of facial recognition into our daily lives. It's 

the date Apple launched the iPhone X - the first iPhone owners to unlock with Face ID - Apple's 

marketing term for facial recognition. 

7. Steps of face recognition 

7.1. Face detection 

First, the system needs to find a face in the image or video. Most cameras now include built-in 

face detection. Snapchat, Facebook and other social media platforms use facial recognition 

technology to allow users to apply effects to photos and videos taken with their apps. Many apps 
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use it to identify people in photos, and they can even use this face detection technology to find 

people standing in crowds. 

Figure 3 exhibits confront discovery, illustrating the programmed recognizable proof and 

localization of human faces inside an picture or video. By analysing visual prompts, the 

framework precisely recognizes and highlights the nearness of faces. This innovation finds 

applications in photography, social media channels, reconnaissance, and human-computer 

interaction. 

 

Figure 1.3. Example of face detection [9] 

 

7.2. Face Alignment 

For the computer, blurred faces look completely different. To normalise a face to match the face 

in the database requires an algorithm. Using a variety of generic facial landmarks is one way to 

achieve this. Lower chin, upper nose, outside of eyes, various places around eyes and lips, etc. 

are examples. The next step is to train a deep learning system to detect these spots on any face 

and rotate them towards the centre. This makes the face detection process easier. 

Figure 4 shows an case of confront arrangement. It illustrates the method of altering and 

standardizing the position and introduction of facial highlights inside an picture. Confront 

arrangement procedures are utilized to move forward precision in facial investigation, 

acknowledgment, and other computer vision assignments that depend on exact facial point of 

interest situating. 
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Figure 1.4. Example of face alignment [10] 

 

7.3. Face Measurement and Extraction 

This phase consists of measuring and extracting many features of the face so that the algorithm 

can compare it to other faces in the database. However, it was initially difficult to know which 

features to collect and extract until the researchers realized that the best approach was to let the 

deep learning system decide for itself what data to collect. 

Embedding is a technique that uses a deep convolutional neural network to teach itself to create 

a large number of measurements of a face, allowing it to be distinguished from other faces. 

Figure 5 illustrates confront estimation and extraction. It includes quantitatively analysing facial 

highlights like separations, points, and extents. This innovation finds applications in biometrics, 

virtual try-on, and facial symmetry investigation. 
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Figure 1.5. Face Measurement and Extraction [11] 

 

7.4. Face Recognition 

The final deep learning algorithm will use the unique dimensions of each face to compare the 

dimensions of each face to known faces in the database. The match will be the face in the database 

that is closest to the size of the face in question. 

Figure 6 appears confront acknowledgment in activity. It distinguishes people based on their 

facial highlights, empowering get to control and personality confirmation. 

 

Figure 1.6. Example of face recognition [12] 
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7.5. Face Verification 

Now finally the deep learning algorithm performs the last step of matching the face with other 

faces in the database. If the face matches, it is said to be verified, otherwise, it is still unverified. 

This step is called face verification. The faces are compared there to give the final result of a very 

long process. But this step is a bit more complicated. 

Images can be compared to the database in two ways. If the acquired image and the images in 

the database are 3D images, the matching process will work without problems. However, since 

most government offices and other places use two-dimensional databases, comparisons are made 

more difficult. 

3D image must be converted to 2D image before comparison. A 3D image will be vivid and 

lively compared to a still, stable 2D image. 

So when a 3D image is captured, it is converted to 2D by taking measurements at different 

locations on the face. These measurements are then translated into an algorithmic form, creating 

a two-dimensional image. [13] 

8. Techniques of face detection and recognition 

Face detection and recognition techniques include classic computer vision algorithms, machine 

learning methods, and deep learning approaches. To detect and recognize faces, traditional 

computer vision algorithms employ characteristics such as skin colour, edge detection, and 

geometric forms. Unfortunately, the accuracy and durability of these approaches are restricted. 

Machine learning approaches, on the other hand, entail training a model to detect patterns and 

characteristics in photos using a huge dataset of labelled faces. This method has yielded 

encouraging results, particularly when using algorithms such as Support Vector Machines 

(SVMs) and Random Forests. Yet, the quality of the training data may still restrict the 

effectiveness of these models. Some if these techniques are: 

8.1. Histogram of oriented gradients (HOG) 

The histogram of oriented gradients (HOG) is a feature extraction technique that is used in 

computer vision and image processing to detect objects and classify images (McConnell 1986; 

Leonardis et al. 2006). A feature extraction module is an image or image patch encoding that 
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simplifies the picture by trying to extract one or more attributes. HOG is based on the concept 

that the local look and form of an item in an image may be well defined by the pattern of pixel 

intensity gradients or information, which are by definition principal axis to the gradient direction. 

[14] 

Figure 7 portrays the steps of the Histogram of Arranged Slopes (Hoard) calculation. It diagrams 

the method of extricating include descriptors from an picture by analysing local slopes. These 

descriptors are at that point utilized for assignments like question discovery and picture 

classification, making Hoard a prevalent strategy in computer vision applications. 

 

Figure 1.7. Steps of Histogram of oriented gradients [15] 

 

8.2. Local Binary Patterns (LBP) 

The local binary pattern operator is an effective texture description tool. The first version of the 

opera- tor identifies the pixels within a picture by thresholding the 3x3-neighbourhood within 

each pixel with the middle value and adding the weighted threshold values. The tag histogram 

may then be utilised as a texture.[16] 

The initial LBP approach was developed as a level of reliability for local image contrast. It used 

the centre of eight surrounding pixels as a threshold. The final LBP code was created by 

multiplying the thresholder data by weights determined by powers of two and combining the 

results.[17] LBP, by definition, is stable toward any monotonic gray scale change and is 

computationally simple to calculate.  The original LBP has indeed been developed to include an 

endless amount of nearby sample points. 

Figure 8 shows the Local Binary Patterns (LBP) method. It visualizes the method of encoding 

surface data by comparing pixel local with their central values and making twofold designs. LBP 
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is commonly utilized in facial acknowledgment, surface investigation, and protest discovery due 

to its viability in capturing local picture characteristics. 

 

 

Figure 1.8. Representation of Local Binary Patterns [18] 

 

8.3. Convolutional neural networks (CNNs) 

A CNN or convnet is a specialized type of artificial neural network that falls under the umbrella 

of machine learning. Specifically designed for processing pixel data, CNNs are a popular network 

architecture for deep learning algorithms used in image recognition and other computer vision 

(CV) tasks [19]. Although there are several types of neural networks available for deep learning, 

CNNs are preferred for object identification and recognition, making them essential for 

applications like facial recognition and self-driving cars. 

In a CNN, the input image is passed through a series of convolutional layers that apply filters to 

detect features such as edges, curves, and textures. These filters enable the network to learn 

hierarchical representations of the image that capture increasingly complex features as we move 

deeper into the network. Pooling layers are then used to reduce the spatial dimensions of the 

feature maps, followed by one or more fully connected layers that perform classification or 

regression tasks. CNNs have revolutionized the field of computer vision by achieving state-of-

the-art performance in a variety of tasks, including image classification, object detection, and 

semantic segmentation [20]. They have also been applied to other domains such as natural 

language processing, speech recognition, and even drug discovery. 

Figure 9 outlines the engineering of a Convolutional Neural Arrange (CNN). It exhibits the 

stream of data through convolutional layers, pooling layers, and completely associated layers. 

CNNs exceed expectations at handling grid-like information, such as pictures, and are broadly 

utilized in computer vision errands like picture classification, question discovery, and picture 

division. 
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Figure 1.9. Convolutional neural network architecture [21] 

 

8.4. Support Vector Machines (SVMs) 

Cortes and Vapnik introduced SVMs in 1995 as a technique for binary classification [22]. 

Support vector machines (SVMs) are a versatile machine learning algorithm [23] that can be 

utilised for regression problems with three distinct types of outcomes. These include Bernoulli 

(binary), multinomial, and continuous outcomes. When performing regression with Bernoulli 

outcomes, the process is typically referred to as classification in statistical learning, as it involves 

predicting binary outcomes. In contrast, when using SVMs for regression with multinomial 

outcomes, it is known as multiclass classification, which involves predicting among multiple 

possible outcomes. 

The goal of the support vector machine (SVM) [24] algorithm is to identify a hyperplane within 

an N-dimensional space (where N is the number of features) that can accurately separate the data 

points into distinct classes. 

Figure 10 outlines a Bolster Vector Machine (SVM) graph. It exhibits how SVM isolates 

information focuses into diverse classes employing a hyperplane in a high-dimensional feature 

space. SVM could be a effective demonstrate utilized for classification and relapse assignments, 

known for its flexibility in taking care of different choice boundaries. 
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Figure 1.10. Diagram of support vector machine [25] 

 

8.5. You only look once (YOLO) 

The You Only Look Once (YOLO) algorithm has gained widespread popularity for its object 

detection capabilities. The original YOLO version was introduced by Redmon et al. in 2015 and 

has since been followed by several subsequent versions including YOLO V2, V3, V4, and V5 

[26]. Additionally, there are also revised, limited versions of the algorithm such as YOLO-LITE 

that have been published by scholars over the past few years. The YOLO algorithm is a real-time 

object detection system that operates by dividing an image into a grid and predicting bounding 

boxes and class probabilities for each grid cell. Unlike other object detection algorithms that use 

region proposals and post-processing techniques, YOLO performs detection in a single forward 

pass of the neural network, which makes it faster and more efficient. 

Figure 11 delineates the design of the YOLO (You Merely Look Once) show. YOLO may be a 

real-time protest location calculation that forms pictures in one pass, producing bounding box 

forecasts and lesson probabilities. It is broadly utilized in applications like independent driving 

and video observation. 
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Figure 1.11. You Only Look Once architecture [27] 

 

9. The difference between face recognition and face comparison 

Face recognition and face comparison refer to two different ways of using the same technology. 

These two new techniques are used to verify that a source image of a face matches another stored 

or provided image. Face recognition assumes the existence of a multiple image recognition 

database against which the source image recognition data can be compared - and the source image 

is then recognized in the image store. Face comparison involves comparing two images of the 

same person. 

9.1. Biometric authentication: the difference between facial recognition 

and facial matching technologies 

Biometric authentication technologies such as facial recognition and facial comparison are very 

common in our daily life. We use fingerprint technology or facial recognition every day to unlock 

our smartphones with Face ID, and in airports around the world many of us now use identity 

verification, artificial intelligence and facial matching. to seamlessly pass passport control on our 

identity. 

While some groups, such as the American Civil Liberties Union (ACLU), have expressed 

concerns about privacy, civil liberties and human rights if the technology is misused, it also offers 

business benefits. and cybersecurity with other biometric technologies. Other cities, including 

Boston and San Francisco, have even banned the technology, while New York, the FBI and the 

Department of Homeland Security have imposed strict regulations on its use. Facial detection 

and recognition systems are just one tool among many. Let us analyse and distinguish the 

definition of the use of facial recognition technology and face matching. [28] 
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Figure 12 Confront acknowledgment for biometric confirmation. Confirms and awards get to 

based on facial highlights, guaranteeing secure and helpful confirmation in different spaces. 

 

 

Figure 1.12. Biometric authentication using face recognition [29] 

 

10. Passport check 

When you swipe your passport through the electronic door, it scans the page, including a photo 

of your face. The camera then takes a picture of you standing there and pairs the two up to make 

sure it's the same person. 

This is because face recognition software reads your passport and the face geometry of the person 

at the door and takes into account the distance between parts of the face (such as nose-chin) and 

recognizes facial features, etc. Symantec, a leading cybersecurity company, has called it "the 

place". This creates what is called a "face signature". 

A two-sided signature matching machine—like an employee comparing the signature on the back 

of the credit card they use to pay with the signature on the invoice. 

If the face signature matches, the door will open and you can exit. Otherwise, you will receive a 

suspicious message and be sent to a check-in desk that can verify your face with your passport 

photo. Your immigration waiting time will be slightly longer. 
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If you have changed your body shape, such as your hair colour, after the photo was taken, this 

should not affect face recognition as the rest of your face is drawn. Your name is still the same. 

However, after your passport photo has been taken, the machine may not match your face 

signature if you have changed your face, for example, due to an operation. If your passport photo 

has a bushy beard covering your chin and you're now clean-shaven, it will be difficult for the 

eGate to match both chins. 

As a result; Face recognition technology is expanding. After British Airways has successfully 

implemented this at places like easyJet at Heathrow and Gatwick, you can expect more 

technology and less human interaction when flying in the UK. [30] 

10.1. Importance of Face Recognition in Passport Verification 

Due to globalisation and improved transportation, the number of people arriving and departing 

from airports to different countries has increased. An immigration checker is currently using his 

bare eyes to check passports. The purpose of immigration control is to find counterfeiters, 

criminals, illegal immigrants or people who are prohibited from leaving the country. The passport 

contains information such as the owner's photo ID, nationality, name, social security number, 

gender, passport number, etc. 

It is very difficult to differentiate and monitor the migration process with the naked eye alone. 

The image area is extracted based on the centre of the code string area coordinate value. By 

calculating the distance value between the feature vector of the facial image of the passport and 

the feature vector of the facial image in the database, it can be determined whether the passport 

is forged. 

11. Challenges and difficulties 

As the scope of application expands day by day, the complexity of the system also increases. 

This actually affects the efficiency of the system. In this part of the article, we discuss the various 

challenges faced by facial recognition systems today. These challenges are related to facial 

images as input to the system. The algorithm used for this process varies from application to 

application. 

The reasons for the face change are multiple. These sources of variation stem from two main 

factors. They are: 
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● Intrinsic factors 

They are due to the physical properties of the face and do not depend on the observer. Intrinsic 

factors are further divided into interpersonal and interpersonal factors. Due to changes in an 

individual's appearance, such as age, facial expression and facial accessories (beard, makeup, 

glasses, etc.) 

● External factors 

Due to changes in the appearance of a person in Light and the face and the interaction of the 

observer. This will include exposure, pose, scale, and imaging settings (resolution, focus, 

imaging, noise, etc.). 

● Position variation 

Pose variation makes face detection quite difficult. Position changes may be due to changes in 

the observer's viewing angle or rotation of head position. These changes can cause serious 

problems with recognition of input images. Many systems can tolerate small changes, such as 

small angle rotations. But it will be difficult when it comes to large angles of rotation. Databases 

usually consist of frontal images of human faces. Since existing FRSs are very sensitive to pose 

changes, pose correction is essential and can be achieved with effective techniques aimed at 

rotating faces and/or aligning them with image axes. 

● Lighting changes 

Lighting changes may reduce the effectiveness of the FRS. Face detection and recognition is very 

difficult to achieve with moderate background lighting. Lighting changes can alter the total 

magnitude of light intensity reflected from an object. On the other hand, higher light levels can 

lead to overexposed faces and (partial) non-detection of facial patterns. There are now many 

algorithms, such as smoothing techniques, which can solve this problem to some extent. 

Sometimes it is even possible to use several algorithms in a facial recognition system to tolerate 

lighting problems. But in the case of range, you don't want to depend on these techniques. 

● Expression Changes 

Some changes in facial images may be due to differences in expression influenced by an 

individual's emotional state. Therefore, recognizing different facial expressions is important for 

assessing emotional states. Human expressions include macro expressions such as disgust, anger, 
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happiness, fear, sadness, or surprise, as well as other involuntary and rapid facial expressions. 

These facial changes can be calculated using dense optical flow. Makeup and hairstyles can also 

be included in this challenge as changing hairstyles and makeup can also lead to changes in facial 

expressions. 

● Aging 

Another cause of changes in the appearance of a face can be the aging of the face, which affects 

the overall process of facial recognition; if the time between each image capture is long, then the 

person has changed considerably. According to various studies conducted by scientists, every 10 

years the appearance of a person's face undergoes major changes. Fig. Figure 5 shows the 

variation of faces in different age groups. Not only does the shape and lines of the face change 

over time, but so does the hairstyle. 

● Occlusions 

Changes in the appearance of the face can also be caused by the presence of objects such as 

occlusions that partially cover the face. It is therefore difficult for the system to classify the 

images. Although the face is found, it can be difficult to identify the features due to some hidden 

facial parts. This challenge can be seen in real-world applications where people are talking on 

the phone, wearing glasses, scarves, hats, etc. or covering their face with their hands. 

● Similar Faces 

This is generally a less common challenge. But we've seen that even humans have trouble 

recognizing people with similar faces. Thus, one can imagine a difficult situation for a computer 

to recognize individuals with similar faces. Mostly identical twins with different facial features, 

shape, etc. similar. The identification of individuals by facial recognition systems is becoming a 

daunting task. This also leads to an increase in the false recognition rate (FRR). 

● Image Resolution 

Another significant problem with facial recognition systems is that input images vary in quality 

and resolution. Many factors affect the resolution of an image. The environment, quality of 

acquisition system performance, and many other reasons can all contribute to changes in image 

resolution. If the resolution is good, the recognition process will be easier and more efficient. We 

can therefore say that the resolution is directly proportional to the efficiency of the facial 

recognition system. [31] 
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12. Conclusion 

In conclusion, face recognition and detection is a rapidly evolving field that has revolutionised 

the way we interact with technology. With its roots in the early days of computer vision research, 

this technology has come a long way, with advances in machine learning algorithms, computer 

processing power, and data storage. Today, face recognition and detection is being used in a wide 

variety of applications, from security and surveillance to social media and entertainment. 

Despite its many benefits, however, face recognition and detection is not without its challenges. 

Privacy concerns, based algorithms, and the potential for misuse of the technology are just a few 

of the issues that need to be addressed. Nonetheless, with continued innovation and research, 

face recognition and detection holds the promise of many exciting new applications in the years 

to come.
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1. Introduction 

This chapter offers an overview of the techniques and technology used in the creation of this 

thesis's face recognition algorithm for passport inspections. The basis is provided by the 

discipline of computer vision, which provides important approaches and techniques for 

evaluating and processing face pictures. Python libraries, well-known for their vast computer 

vision frameworks, were used to implement the program's many functions. To improve the 

accuracy and efficiency of the facial recognition system, certain algorithms and models such as 

VGGFace, Local Binary Patterns (LBP), and MTCNN (Multi-Task Cascaded Convolutional 

Networks) were included. 

2. Python libraries 

Python is a commonly utilised high-level programming language in machine learning and 

artificial intelligence applications. It is well-known for its simplicity, readability, and 

adaptability. Python has a large library and framework ecosystem that makes it simple to develop 

complicated machine learning models, and many of these modules are open-source and free to 

use. 

NumPy, Pandas, Scikit-learn, Keras, and TensorFlow are some of the most popular Python 

machine learning libraries. NumPy is a numerical calculation package that supports massive 

multi-dimensional arrays and matrices. Pandas is a data manipulation and analysis package that 

makes it simple to work with enormous datasets. Scikit-learn is a machine learning package 

including methods for classification, regression, and clustering. Keras is a high-level deep 

learning toolkit that connects to TensorFlow and makes it simple to create and train neural 

networks. TensorFlow is a sophisticated open-source toolkit that can be used to design and train 

deep learning models. 

These modules and frameworks, when combined, provide a comprehensive set of tools for 

machine learning and data analysis in Python. They allow developers and data scientists to easily 

design advanced machine learning models as well as manage and analyse huge datasets. As a 

result, Python has become one of the most popular programming languages for machine learning 

and AI applications. 
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2.1. NumPy: Array computing for Python 

NumPy is a key Python package for numerical computing. It is a very effective tool for 

performing mathematical operations on arrays and matrices. NumPy is a Python scientific 

computing core package that provides a variety of features for conducting mathematical 

operations on massive multi-dimensional arrays and matrices.[32] 

2.2. Keras: Deep learning in Python 

Keras is a Python-based open-source neural network library [33]. It's a high-level API that sits 

on top of deep learning packages like TensorFlow, CNTK, and Theano. Keras is a user-friendly, 

modular, and extendable deep neural network framework that enables for quick and easy 

experimentation. It is widely used in academia and business to create deep learning models for a 

broad range of applications such as image classification, object recognition, and natural language 

processing. 

2.3. C.  OpenCV: Computer vision in Python 

OpenCV (Open Source Computer Vision Library) is a free and open-source software library for 

computer vision and machine learning that is mostly used for real-time image and video 

processing [34]. It is a robust and extensively used library that performs a variety of computer 

vision activities, including image and video processing, feature recognition, object detection and 

tracking, and machine learning. Because OpenCV is developed in C++ and includes a Python 

interface, it is simple to use and combine with other Python libraries. 

2.4. TensorFlow: Machine learning library in Python 

TensorFlow is an open-source machine learning library created in 2015 by Google Brain Team. 

It is intended to make the process of developing, training, and deploying machine learning 

models easier. Because of its versatility, scalability, and ability to operate on many platforms 

such as CPUs, GPUs, and mobile devices, TensorFlow is widely utilised in business and 

academics. 
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3. MTCNN 

MTCNN, which stands for Multitasking Cascading Convolutional Neural Network, is a state-of-

the-art neural network particularly created for recognising faces and facial areas inside pictures. 

It was initially developed in 2016 by Zhang et al., who demonstrated its usefulness in the field 

of face recognition. 

The unique architecture of MTCNN distinguishes it and contributes to its exceptional 

performance. MTCNN, in contrast to traditional single-network approaches, combines three 

interconnected neural networks in a cascading fashion. This cascade architecture enables a 

progressive refinement of face detection results, resulting in improved accuracy and robustness. 

[35] 

Figure 13 illustrates how MTCNN adjusts a ordinary picture. MTCNN employments a cascaded 

engineering to identify and adjust faces precisely by finding facial points of interest, such as eyes, 

nose, and mouth. This guarantees appropriate arrangement for consequent investigation 

assignments, such as confront acknowledgment and feeling discovery. 

 

Figure 2.1. how does MTCNN align a normal image [36] 

 

3.1. How we used it 

We used MTCNN (Multitasking Cascading Convolutional Neural Network) as a critical tool for 

face identification and localization in our facial recognition algorithm. By adding MTCNN into 

our system, we were able to automatically recognize and extract face areas from input photos.  
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After initializing the MTCNN detector, we ran the 'detect_faces()' function on the loaded picture 

to acquire the precise coordinates of the bounding box for each recognized face.  

These coordinates were then used to crop the picture and isolate the area of interest on the face. 

Through this procedure, MTCNN supplied us with an efficient and dependable solution for 

precise face identification, providing the backbone of our facial recognition pipeline. 

3.2. How MTCNN works  

The MTCNN model is proposed in the paper "Face Integration and Alignment Using 

Multitasking Cascading Convolutional Networks" by Zhang, Zhang, and Zhifeng. The main 

purpose of this model is to identify its face and features, and it has three levels of communication 

links. 

This model is created using multiple learning tasks to split the search task of faces and features 

because doing so in many tasks improves details using material specific documentation included 

in training tasks on signals made using it. The shared representation of knowledge is done in 

parallel with the training tasks. The first step before the startup phase is to take a picture and 

change it at different scales to create a pyramid, which is to enter the first part of the network. 

The first stage consists of a fully integrated network (FCN), which we use instead of CNN 

because it does not have a dense layer in its structure. The wiring diagram is used to obtain human 

faces and bounding boxes. The benefit of this network is that we can all meet potential candidates. 

In the second stage of the network, the output of the first stage is used as the input of the CNN 

network, which is called the "purification network (R-Net)", which reduces the number of 

participants tw, calibrates the bounding box. and executing a Non-Competitive Strategy (NMS) 

to unify our potential competitors. According to the output, it tells us whether the input is a face 

or not. 

Finally, the third is similar to R-Net, which gives us the position of the opponent's eyes, nose and 

mouth. [37] 

4. LBP 

Local Binary Patterns (LBP) are a popular texture descriptor in computer vision that captures 

local information by comparing the intensity values of a centre pixel with the intensity values of 
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its nearby pixels. LBP efficiently portrays texture changes within an image region by creating 

binary patterns based on these comparisons. It has applications in a wide range of fields, 

including facial identification, picture retrieval, and object detection. With the availability of 

many neighbourhood topologies and variations, LBP can adapt to capture textures of diverse 

sizes and orientations, increasing its versatility and application. 

LBP's resistance to lighting fluctuations is one of its primary features, allowing it to efficiently 

evaluate pictures influenced by diverse lighting situations. LBP enhances texture class 

classification by recording local texture patterns rather than depending exclusively on intensity 

values. Another benefit is that LBP is computationally efficient, as it employs basic bitwise 

operations and requires few CPU resources. Because of its efficiency, LBP is well suited for real-

time or resource-constrained applications. Furthermore, LBP has strong generalization and noise 

resistance, giving it a dependable alternative for numerous detection and analysis tasks in 

computer vision. 

4.1. Local Binary Patterns for face recognition 

The integration of Local Binary Patterns (LBP) with the feature extraction process, such as using 

VGGFace, provides a complete technique for obtaining facial information in face recognition. 

The face recognition system may benefit from both global and local texture features by 

combining the strengths of deep learning models with LBP. LBP may be used to encode the local 

texture changes of face areas after extracting high-level features with VGGFace. This 

combination improves the discriminative strength of the feature representation by including fine-

grained features that the deep learning model alone may not completely capture. [38] 

The use of LBP in face recognition has various advantages. For starters, because LBP is naturally 

resilient to lighting conditions, facial emotions, and slight position alterations, it enhances the 

system's resilience to these aspects. The local texture information encoded by LBP helps to 

provide more extensive and accurate face representations, allowing for improved individual 

differentiation. Second, combining LBP with VGGFace-based feature extraction improves the 

face recognition system's overall performance in real-world circumstances. By combining the 

capabilities of both methodologies, the system becomes more capable of tolerating fluctuations 

and obtaining greater identification accuracy, which is especially significant in applications like 

passport checks and identity verification. 
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Figure 14 gives an illustration of Local Binary Patterns (LBP) in activity. It grandstands the 

encoding of surface data by comparing pixel neighborhoods with their central values, coming 

about in double designs. LBP is commonly utilized in surface investigation, facial 

acknowledgment, and question discovery errands. 

 

Figure 2.2. local binary patterns example [39] 

 

5. VGGFace 

VGGFace is a well-known deep learning model that was created exclusively for facial 

recognition applications. Its VGGNet-based architecture has gained popularity because of its fast 

performance and ability to extract highly discriminative features from face photos. In this one-

page talk, we will look at the architecture of VGGFace and examine the advantages of utilizing 

it for facial recognition applications. 

VGGFace's architecture is built on a deep convolutional neural network (CNN) with many layers. 

It is commonly made up of 16 or 19 weight layers, which include convolutional layers, pooling 

layers, and fully linked layers. Convolutional layers capture low-level characteristics such as 

edges, textures, and facial structures by using tiny receptive fields and many filters. Pooling 

layers minimize spatial dimensions while retaining crucial properties. The network's fully linked 

layers at the network's conclusion contribute to the final classification by learning high-level 

representations and correlations between various face traits. 

One of the most significant advantages of VGGFace is its capacity to learn highly discriminative 

characteristics from face photos. VGGFace can capture fine features and complicated patterns 
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that are critical for successful face recognition by using its deep architecture. The model's 

hierarchical structure allows for the extraction of both low-level and high-level characteristics, 

allowing it to represent a wide range of face qualities such as forms, textures, and distinguishing 

landmarks. This detailed feature representation improves identification accuracy and resilience 

in face recognition tasks. 

VGGFace has also been trained on large-scale face datasets, yielding a pre-trained model that 

has learnt representations from a huge number of face photos. This pre-training improves the 

model's generalization skills, allowing it to perform well on unseen faces and face variants. 

Furthermore, the availability of pre-trained weights simplifies the transfer learning process, 

allowing researchers and developers to apply what they've learned from VGGFace to their own 

facial recognition applications. This saves time and computing resources that would otherwise 

be necessary to train a deep neural network from the ground up. 

Figure 15 outlines the component of VGGFace. VGGFace may be a profound learning show that 

extricates facial highlights by utilizing a convolutional neural arrange (CNN) design. It 

empowers exact confront acknowledgment and confirmation by learning discriminative 

representations from facial pictures, contributing to headways in biometrics and character 

acknowledgment frameworks. 

 

Figure 2.3. VGGFace mechanism [40] 
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6. Siamese Neural Network 

The Siamese Neural Network is a customized design used for evaluating similarity between pairs 

of inputs. It is very useful in facial recognition tasks, where the aim is to compare and identify 

the similarity of two faces. The architecture is made up of two identical subnetworks, known as 

Siamese twins, that have the same weights and settings. Each subnetwork obtains a feature 

representation from an input face picture. The similarity score is computed by comparing these 

feature representations using a distance metric. 

The Siamese architecture is intended to discover distinguishing elements that capture the essence 

of face features. The network is encouraged to extract similar characteristics from faces 

belonging to the same identity and dissimilar features from faces belonging to other identities by 

exchanging weights between subnetworks. This enables the network to learn a mapping that 

projects faces into a high-dimensional feature space, where the similarity between two faces can 

be assessed precisely. The Siamese Neural Network design has been shown to be effective at 

capturing minor distinctions and similarities between faces, making it a useful tool for face 

recognition tasks. 

Figure 16 appears the engineering of a Spiking Neural Organize (SNN). SNNs recreate organic 

neurons utilizing spikes and handle transient data with event-driven computation. 

 

Figure 2.4. The architecture of SNN [41] 
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6.1. The use of SNN in Face recognition 

The Siamese Neural Network (SNN) was chosen for its unique capabilities and benefits in 

assessing the similarity of extracted face traits. Following the early phases of face detection, 

feature extraction and feature encoding with MTCNN, VGGFace, and LBP, the SNN was 

essential in assessing the degree of similarity between the derived feature representations. 

One important reason for using the SNN is its capacity to efficiently handle the high-dimensional 

feature embeddings obtained from the combination of MTCNN, VGGFace, and LBP. These 

approaches capture several components of the face appearance, such as facial landmarks, global 

facial traits, and local texture patterns. Using the SNN, it is able to compare these feature vectors 

in a unified manner and produce a full similarity score. 

Furthermore, the SNN excels at identifying minor variances and similarities between faces, 

making it ideal for face recognition tasks. Because of the SNN's shared weight design, both faces 

in a pair are processed by identical subnetworks, allowing for the extraction of highly 

discriminative features. By training the network on a large number of different datasets, it learns 

to project faces into a feature space where similar faces are grouped together, allowing for precise 

similarity assessment. 

7. Conclusion 

Finally, this chapter offered a thorough review of the techniques and technology used in the 

creation of facial recognition software for passport checks. The application was provided with 

substantial capabilities for accurate face recognition by using the power of computer vision 

methods, Python libraries, and adding specific algorithms and models such as VGGFace, LBP, 

MTCNN, and the Siamese Neural Network. These techniques and technologies have greatly 

improved the efficiency and efficacy of the passport verification system, thereby boosting the 

security and reliability of identity identifying operations.
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1. Introduction to the Dataset 

1.1. Overview of the dataset used for training and testing  

The confront acknowledgment AI dataset comprises a collection of pictures of people's faces, 

which is utilized for both preparing and testing the AI framework. The dataset is carefully curated 

to speak to an assorted extent of people, counting individuals from diverse sexual orientations, 

ethnicities, ages, and foundations. It points to capture varieties in posture, expression, lighting 

conditions, and occlusions to guarantee strength in confront acknowledgment. 

1.2. Description of the data collection process 

The dataset is regularly partitioned into two subsets: the preparing set and the testing set. The 

preparing set is used to prepare the AI show and is altogether bigger in measure compared to the 

testing set. It contains an endless number of labelled confront pictures, where each picture is 

related with the personality of the individual portrayed. These names empower the AI to 

memorize the one of a kind facial characteristics of diverse people and construct a dependable 

representation of their faces. 

To improve the execution of the AI framework, the preparing set is frequently expanded with 

different changes such as revolutions, interpretations, and scaling. This enlargement increments 

the dataset's estimate and presents extra varieties, empowering the AI show to generalize way 

better and handle distinctive real-world scenarios. 

The testing set may be a partitioned subset of the dataset, and it is utilized to assess the execution 

of the prepared AI show. It comprises unlabelled confront pictures that the demonstration has not 

experienced amid preparation. The testing set is carefully outlined to survey the model's capacity 

to accurately recognize people and generalize well to concealed faces. 

To guarantee fair assessment, the testing set may incorporate challenging cases like faces with 

halfway impediment, shifting brightening conditions, and diverse postures. Also, the testing set 

may too contain pictures from diverse sources, such as diverse cameras or picture resolutions, to 

evaluate the model's strength to space shifts. 

Generally, the dataset utilized for preparing and testing the confront acknowledgment AI includes 

an assorted extent of faces, with cautious consideration to varieties in posture, expression, 

lighting, and occlusions. This comprehensive dataset empowers the AI to memorize and 

generalize from different facial characteristics, driving to precise and dependable confront 

acknowledgment execution. 
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1.3. Statistics and characteristics of the dataset 

The dataset for confront acknowledgment regularly includes: 

● An expansive number of confront pictures for preparing and testing. 

● Diverse subjects speaking to diverse sexual orientations, ethnicities, ages, and 

backgrounds. 

● Varied posture, expression, lighting, and occlusions to guarantee robustness. 

● High-resolution pictures for point by point facial information. 

● Augmentation methods to extend dataset variability. 

● A train/test part for show assessment. 

2. Data preprocessing 

2.1. Data Labelling and Reorganisation 

Dataset Organization: The first step is to arrange the dataset, which comprises photographs of 

people, into a certain folder structure. Each person's photographs are organized into separate 

folders, with each folder representing a different person. This structure facilitates easy access to 

and processing of pictures during labelling. 

True Pair Labelling: True pairs are photographs of the same individual. The code iterates over 

each person's folder to label the true pairings. It determines if the folder has at least two images. 

If so, it chooses two photos at random from that folder and reads them using OpenCV. The next 

stage is to identify faces in the photos using a face detection algorithm. If at least one identified 

face appears in both photos, the pair is termed a real pair. The pair's file paths are saved, together 

with a label of 1, indicating that they belong to the same individual. 

False Pair Labelling: The false pairings are photos of distinct people. The code chooses two 

folders at random from the dataset. It then chooses one image at random from each of these two 

directories and reads it with OpenCV. The face detection algorithm, like genuine pair labelling, 

is used to determine if both photos include at least one detected face. If they do, the pair is said 

to be a false pair. The pair's file paths are saved, along with a label of 0, indicating that the pair 

belongs to distinct people. 

Pair Selection: Based on the thesis criteria, the number of true and false pairs to label is 

predetermined. Using a loop and inspecting the current count of created pairs, the code 

guarantees that the desired number of pairs are formed. 

Pair Storage: True and false pairs are kept in distinct lists. These lists are then concatenated to 

form a single list that contains both types of pairings. 

Pair shuffle: After putting the true and false pairs in the same list, shuffle the pairs to mix them 

randomly. The sequence of the pairings is shuffled to guarantee that the remaining processes, 

such as partitioning the dataset and training the model, are not affected. 
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Splitting Datasets: The total list of pairings, all pairs, is split into training, validation, and test 

sets. The split is usually done at random to ensure that each set has a representative distribution 

of true and false pairings. The most typical training-validation-testing split ratio is 70% for 

training, 20% for validation, and 10% for testing. This ratio can be modified to meet the unique 

needs of the thesis. 

Data Storage: To keep the split pairs structured, they are often saved in distinct files or data 

structures. Training pairings, for example, can be saved in a train.csv file, validation pairs in a 

validation.csv file, and test pairs in a test.csv file. 

 

 

Figure 3.1. Data Shape Presentation. 

 

Figure 18 shows picture sets. It exhibits two pictures side by side, highlighting a before-

and-after comparison, distinctive perspectives, or any other related visual data. Picture sets 

are commonly utilized in errands like picture upgrade, picture enrolment, and visual review 

to demonstrate changes or varieties in visual information. 

 

Figure 3.2. Image pairs [42] 

 

 

 

 

Image 1 

Image 2 
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2.2. Preprocessing Methods and Techniques 

Image scaling is one of the code's preprocessing procedures. The preprocess_image function 

takes an input image and resizes it to a given target size. In our scenario, the cv2.resize function 

is used to resize the image using the supplied target size of (224, 224). Resizing the picture is a 

typical preprocessing step that is frequently used to standardize the input size for neural network 

models or other machine learning methods. In this context, scaling guarantees that the photos 

have consistent dimensions, making further processing and analysis easier. 

As part of the preparation phase, we also include picture normalization. The normalized_image 

variable is produced after resizing the image by dividing the scaled picture by 255.0. 

Normalization is a technique used in image processing activities to scale the pixel values of an 

image between 0 and 1. Normalizing the image accounts for any fluctuations in pixel intensity 

across multiple photos, allowing models to better comprehend and handle the data. 

Another approach we used for preprocessing was to convert the normalized picture to a NumPy 

array. This is accomplished using the np.array function, which generates a NumPy array from 

the normalized_image. NumPy arrays are extensively used in scientific computing because they 

allow efficient numerical data storage and manipulation. By converting the image to a NumPy 

array, it becomes compatible with a variety of machine learning libraries and algorithms that 

need this type of input data. The np.expand_dims method is also used to add an extra dimension 

to the array, which is frequently required for feeding data into neural network models. 

Preprocessing techniques in the code include scaling the picture to a desired size, normalizing 

the pixel values, and turning the image to a NumPy array. These approaches aid with the 

preparation of picture data for later processing, such as machine learning model training or 

inference. Preprocessing is critical for increasing the quality of input data, assuring compatibility 

with the chosen algorithms, and boosting overall system performance. 

3. Model Architecture and Selection 

3.1. Overview of the existing literature and state-of-the-art approaches in 

facial recognition 

Facial recognition is a fast expanding area that has seen significant research and breakthroughs 

in both deep learning-based and classical techniques. In this overview, we will concentrate on 

the literature and cutting-edge methodologies in face recognition, emphasizing the accuracy 

ranges reported in important research. We will specifically look at deep learning-based 

methodologies as well as classic ones, offering insights into their performance and advances. 

● Deep Learning-Based Approaches: 

Deep learning has transformed facial recognition by harnessing neural network capability to learn 

hierarchical representations straight from data. FaceNet, DeepFace, and ArcFace are three 

notable deep learning-based techniques that have achieved outstanding accuracy rates. 
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● Traditional Approaches: 

Face detection, feature extraction, and matching are all processes in traditional facial recognition 

algorithms. Eigenfaces, Fisherfaces, and Local Binary Patterns (LBP) are examples of classical 

techniques. While these methods may not be as accurate as deep learning-based alternatives, they 

have benefits and historical value in the industry. 

In general: deep learning-based technologies have advanced facial recognition accuracy to 

unprecedented heights. Some models have achieved outstanding accuracy rates, frequently 

exceeding 97% on benchmark datasets. While conventional procedures have historical value, 

they are often less accurate and struggle with differences in stance, emotion, and lighting. 

When evaluating face recognition systems for real-world applications, it is critical to examine 

the larger context, which includes computing efficiency, robustness, and ethical issues. Ongoing 

research strives to overcome issues in facial recognition, improve accuracy, and ensure that these 

technologies are deployed responsibly. 

3.2. Description of the three models implemented 

We implemented 3 different  models: 

3.2.1. The first model 

In this section, we will go through how to build a face recognition model that combines a fine-

tuned VGGFace network with a Siamese neural network. The goal of this model is to extract face 

traits from photos and determine whether or not the photographs belong to the same person. This 

method makes use of VGGFace's sophisticated representation learning capabilities as well as the 

Siamese architecture's similarity-based learning. 

VGGFace is a deep Convolutional Neural Network (CNN) model that has been developed 

exclusively for facial recognition tasks. It is well-known for its ability to extract discriminative 

face traits. We use the VGGFace model as a basis model in our implementation, exploiting its 

learnt feature representations to improve the SNN's efficacy. 

The SNN architecture is made up of two identical subnetworks, often known as siamese twins, 

with the same weights. Each subnetwork individually collects features from an input face picture 

using the VGGFace model. The subnetworks are encouraged to learn comparable feature 

representations for matching facial pictures by sharing the weights. 

After that, the collected characteristics from both subnetworks are integrated into a single 

representation. Concatenating the feature vectors or using element-wise procedures can 

accomplish this. The combined features are then passed into a classification layer, which decides 

how similar the input pictures are. 

During the training phase, the SNN is fed pairs of face photographs together with labels 

indicating whether or not the photos belong to the same individual. The network learns to 
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optimize an appropriate loss function that promotes comparable face pictures in the feature space 

to have smaller distances or greater similarities, while pushing dissimilar images away. 

Contrastive loss and triplet loss are two often used loss functions for SNNs. Contrastive loss 

penalizes dissimilar picture pairings that are too near together by a certain margin, while 

encouraging comparable pairs to be too close together. The boundary between an anchor image, 

a positive image (belonging to the same person as the anchor), and a negative image (belonging 

to a different person) is enforced by triplet loss. The network learns to reduce the distance 

between the anchor and the positive pair while increasing the distance between the anchor and 

the negative pair. 

To evaluate whether two faces belong to the same individual, the similarity of their feature 

representations must be considered. This is commonly accomplished by computing a similarity 

measure between the combined feature vectors, such as Euclidean distance or cosine similarity. 

The photos are then classified based on a threshold. 

The threshold value is critical in deciding how to balance false positives and false negatives. It 

should be carefully chosen depending on the application's or dataset's particular requirements 

and features. 

The accuracy of the Siamese Neural Network developed with VGGFace as the foundation model 

was 55%. While this accuracy falls short of the target level, it does provide a chance to identify 

and address possible areas for improvement. 

To enhance the accuracy of the facial recognition system, we propose incorporating a face 

detection step, as well as separating the feature extraction and decision-making processes, 

allowing for more precise and focused analysis. 

 

 

Figure 3.3. 1st model process. 

 

3.2.2. The second model 

We saw a considerable gain in accuracy after combining the face identification stage with 

MTCNN, isolating the feature extraction from the decision-making process, and implementing 

the bespoke Siamese Neural Network (SNN). The second model's accuracy climbed from 55% 

to an astonishing 89%. 
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By including the MTCNN face detection phase, only valid facial areas were selected for further 

processing. This reduced noise and unnecessary information, allowing the succeeding stages to 

concentrate entirely on the face characteristics. The feature extraction procedure got more exact 

and significant by separating the face areas. 

Using the VGGFace model for feature extraction improved the accuracy of collecting 

distinguishable face characteristics. VGGFace has been particularly trained for face recognition 

tasks, allowing it to extract high-level feature representations required for reliable similarity 

computations. 

The comparison of the feature representations extracted by the VGGFace model was aided by 

the proprietary Siamese Neural Network (SNN) architecture. The network learns to differentiate 

between similar and dissimilar face pairings well by training it with appropriate loss functions 

and tuning its parameters. The decision-making approach enhanced the accuracy of detecting 

whether two photos belonged to the same individual by applying a threshold to the estimated 

similarity. 

 

Figure 3.4. 2nd model process. 

 

3.2.3. The third model 

In the third model, we made various changes to improve the accuracy of the facial recognition 

algorithm. 

To begin fine-tuning the VGGFace model, we used our own dataset to update the weights of the 

pre-trained model. This technique enabled the model to acquire additional discriminative 

characteristics related to our facial recognition job, enhancing its capacity to extract useful 

information from input photographs. 

The use of Local Binary Patterns (LBP) as a feature encoding approach improved the depiction 

of face texture much further. LBP analyzes an image's local pixel intensity fluctuations and 

encodes them into a binary pattern. We collected additional texture characteristics that can be 

critical for differentiating between individuals by introducing LBP into our feature extraction 

method. 

To calculate the similarity between the feature vectors of two face pictures, we used a similarity 

function rather than an SNN. Various similarity measures, such as Euclidean distance, cosine 
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similarity, and correlation coefficients, can be employed. The similarity function measures the 

similarity of feature representations, resulting in a measure of similarity between facial pictures. 

We manually changed the threshold for decision making based on testing and evaluation of the 

system's performance. The similarity value over which the algorithm classifies the photographs 

as belonging to the same individual is determined by the threshold. We adjusted the trade-off 

between false positives and false negatives by carefully adjusting and selecting an acceptable 

threshold, resulting in enhanced accuracy. 

These changes, which included fine-tuning the VGGFace model, integrating LBP for feature 

encoding, using a similarity function to calculate similarity, and manually changing the decision 

threshold, resulted in a significant boost in accuracy to 95%. The combination of these strategies 

produced a very accurate face recognition system that outperformed earlier models and had 

excellent accuracy in detecting whether two facial photos belonged to the same individual. 

 

Figure 3.5. 3rd model process. 

 

3.3. Explanation of the rationale behind choosing these models 

Several variables and considerations influenced the choice to choose the third model, which 

required fine-tuning the VGGFace model, including LBP for feature encoding, and constructing 

a similarity function with manual threshold modification. 

Relevance to State-of-the-Art (SOTA): The VGGFace model is widely regarded as a cutting-

edge architecture for face recognition problems. We aligned our technique with the current 

breakthroughs in facial recognition research by fine-tuning this pre-trained model's outstanding 

feature extraction capabilities while tailoring it to our unique dataset. 

Enhancing Feature Representation: We hoped to capture finer texture characteristics in the facial 

photos by integrating LBP as a feature encoding approach. LBP has demonstrated promising 

results in a number of computer vision applications, including face recognition. Its SOTA 

relevance and ability to collect local texture information make it an appropriate candidate for 

increasing feature representation in our model. 

Efficiency and Simplicity: Rather than employing a complicated Siamese Neural Network 

(SNN), we chose a simplified similarity function technique. This modification not only 

simplified the model but also made it more interpretable and easier to deploy. Manual threshold 
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modification gave us direct control over the decision-making process, allowing us to fine-tune 

for best performance. 

Considerations for Accuracy: The choice of the third model was also affected by its performance. 

This model shows a tremendous improvement over prior techniques, with an accuracy of 95%. 

The excellent accuracy obtained with this combination of strategies demonstrated the efficacy 

and applicability of the models used for our facial recognition job. 

We chose these models to achieve a compromise between exploiting cutting-edge approaches, 

improving feature representation, keeping simplicity, and obtaining high accuracy. The selection 

was motivated by the goal of constructing a powerful and accurate face recognition system that 

was in line with the most recent breakthroughs in the field while being practical and efficient in 

its deployment. 

3.4. Training/validation split and cross-validation techniques employed 

We used 70% of the dataset to train our third model for the training/validation split. We optimized 

the model's performance by iteratively adjusting its parameters depending on the training data 

during the training phase. As the validation set, the remaining 20% of the dataset was set aside. 

We were able to monitor the model's development, spot potential overfitting, and make educated 

judgments about hyperparameter tweaking or model selection thanks to this independent 

validation set. 

In addition, we set aside 10% of the dataset for testing purposes. This testing set was kept hidden 

until the final phases of model development and served as an unbiased evaluation of the 

performance of our third model. We guaranteed a credible assessment of the model's 

generalization capacity to unseen data by keeping the testing set completely distinct from the 

training and validation stages. 

While we did not specifically specify cross-validation in our method, the addition of a distinct 

testing set served as an independent review. It enabled us to appropriately measure the ultimate 

performance of our third model. It's worth mentioning that cross-validation can yield more robust 

performance estimates in some cases, but for our investigation, we used a distinct testing set. 

In summary, we used a training/validation ratio of 70% training and 20% validation. In addition, 

we evaluated the final performance of our third model using a separate testing set comprising 

10% of the dataset. 

4. Experimental Results and Analysis 

4.1. Presentation of the accuracy achieved by each model 

Model 1 (VGGFace + Siamese Neural Network) 

Initial accuracy: 55% 
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The accuracy of this model, which used VGGFace as the basic model and built a Siamese Neural 

Network, was 55%. This accuracy, however, was rather poor, showing that the model had 

difficulties differentiating between similar and distinct faces. 

Model 2 (MTCNN + VGGFace + Siamese Neural Network) 

Improved accuracy: 89% 

The accuracy increased to 89% after incorporating the MTCNN face detection phase and 

separating the feature extraction and decision-making processes. The use of MTCNN for face 

identification almost certainly improved the quality of the input data, resulting in greater feature 

extraction and more accurate decision-making in the Siamese Neural Network. 

Model 3 (VGGFace + LBP + Manual Threshold) 

Higher accuracy: 95% 

The third model, which improved VGGFace and used Local Binary Patterns (LBP) for feature 

encoding, obtained an astonishing 95% accuracy. To determine the similarity between feature 

encodings, the Siamese Neural Network was substituted with a similarity function, and a 

manually specified threshold was employed for decision-making. This strategy, together with the 

inclusion of LBP features, resulted in a significant gain in accuracy over earlier models. 

4.2. Different hyper-parameters 

Table 2 presents diverse hyperparameters, counting the learning rate, bunch estimate, precision, 

and F1 score. It gives a comparative examination of different hyperparameter settings and their 

comparing execution measurements. This table helps in understanding the effect of diverse 

hyperparameter choices on show exactness and F1 score, making a difference to optimize show 

preparation and execution. 

 

Optimizer Learning 

rate 

Batch size Accuracy  F1 Score 

SGD 0.1 16 92% 0.926 

SGD 0.6 16 95% 0.9524 

Adam 0.6 20 60% 0.71 

Adam 0.06 16 72% 0.73 

Nadam 0.1 16 82.5% 0.8511 

Nadam 0.01 10 92.5% 0.9268 

Table 3.1. Different hyperparameters. 
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4.3. Experimental results obtained using different threshold values 

The process of determining the appropriate threshold for a classification model entails analyzing 

the model's performance at various threshold settings. In this scenario, the threshold range is set 

at 0.5 to 0.9, with a 0.0001 step size. This indicates that we will iteratively increase the threshold 

value from 0.5 to 0.9 by 0.0001. 

We turn the predicted probabilities into binary predictions for each threshold value. If the 

anticipated probability is greater than or equal to the threshold, the label is set to 1; otherwise, it 

is set to 0. This allows us to see how the model performs at various categorization levels. 

Following that, we compute two evaluation metrics: accuracy and F1 score. Accuracy assesses 

the total accuracy of the forecasts, whereas the F1 score takes precision and recall into account. 

For each threshold, we save the calculated accuracy and F1 scores. 

We draw two independent graphs to better understand how the model's performance differs with 

different thresholds. The accuracy scores are shown in one graph when the threshold is changed, 

while the F1 scores are shown in the other. The x-axis displays the threshold values, while the y-

axis displays the matching accuracy or F1 scores. These charts show how the model's 

performance changes as the threshold is increased or decreased. 

We determine the optimum accuracy and its related threshold by obtaining the greatest accuracy 

score after assessing all threshold settings. Similarly, we discover the largest F1 score and its 

associated threshold to establish the best F1 score and its related threshold. These numbers 

represent the model's best performance for the specified evaluation measures. 

In conclusion, the procedure entails iterating over a set of threshold values, converting 

probabilities to binary predictions, calculating accuracy and F1 score, displaying the results, and 

identifying the ideal threshold that optimizes the selected performance parameter. 

Figure 22 represents precision and F1 Score versus limit. It appears the relationship between 

execution measurements with shifting limit values, supporting in deciding the ideal edge for 

classification errands. 

Best Accuracy: 0.9500 (Threshold: 0.771) 

Best F1 Score: 0.9524 (Threshold: 0.771) 
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Figure 3.6. (Accuracy & F1 Score) vs threshold. 

 

We used the Receiver Operating Characteristic (ROC) curve analysis to assess the performance 

of our facial recognition system (Figure 23). The ROC curve is a graphical depiction of the 

trade-off between True Positive Rate (TPR) and False Positive Rate (FPR) at various 

categorization thresholds. The Area Under the Curve (AUC) is a frequently used statistic 

generated from the ROC curve that assesses the classifier's overall performance. 

AUC of 0.5 suggests random categorization, whereas AUC of 1.0 shows flawless classification. 

In our studies, we acquired an outstanding AUC value of 0.94, showing that the system has a 

strong discriminating power. This shows that our facial recognition algorithm distinguishes 

between authentic and imposter identities very well, with a low false positive rate and a high 

true positive rate. 

The obtained AUC value of 0.94 demonstrates the efficacy and dependability of our suggested 

technique, confirming its appropriateness for real-world applications. 
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Figure 3.7. The ROC curve. 

We also examined the loss curve during the training phase (Figure 24). The loss curve illustrates 

the continuous reduction in the error or disparity between the anticipated and real labels across 

subsequent iterations, providing useful insights into the optimization efforts. Surprisingly, our 

results show a steady decline in the loss function, eventually reaching an unusual value of 0.5. 

This demonstrates our model's great effectiveness in eliminating mistakes and producing exact 

predictions. 

The attainment of such a low loss value highlights our system's extraordinary skills in reliably 

recognizing face identities. It demonstrates the efficacy of the chosen training procedure as well 

as the durability of our model's design. Furthermore, the loss curve's smooth convergence attests 

to the system's dependability, stability, and potential for easy implementation in real-world 

applications. 
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Figure 3.8. The Loss curve 

The graph's curve (Figure 25) depicts the trade-off between the False Rejection Rate (FRR) and 

False Acceptance Rate (FAR) for various threshold settings in a face recognition system. This 

curve gives vital information into the system's performance and behavior. 

We can analyze and compare alternative threshold settings for our facial recognition system by 

evaluating this curve. This information is useful for making judgments about threshold selection, 

system optimization, and understanding the system's performance characteristics. 

 

 

Figure 3.9. FRR, FAR and EER for Different thresholds. 
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We ran two separate tests to evaluate the performance and accuracy of our face recognition 

technology for passport check. The first test entailed utilizing two photos of the same person one 

in the database and the other one is the live image (Figure 26). The goal was to see if our 

implemented models could accurately recognize that both photographs belonged to the same 

individual. This test was designed to evaluate the system's ability to successfully match and 

recognize persons across many photos 

 

Figure 3.10. First test of the model 

 

The second exam involved comparing images of various people (Figure 27). We chose pairs of 

photos from various persons to see if our models could properly discriminate between them. The 

system's ability to accurately identify and verify the identification of persons who were not the 

same person was examined in this test. 

Passport image 
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Figure 3.11. Second test of the model. 

We wanted to thoroughly analyze the performance and reliability of our facial recognition system 

by doing these two tests. The next part presents visual representations and analyses of the 

system's accuracy and efficacy in accurately recognizing persons and making reliable judgments 

in a passport check scenario. 

5. Error Analysis 

5.1. Potential causes for misclassifications 

When examining potential causes for misclassifications in a confront discovery and 

acknowledgment AI framework outlined for international id checking, a few components ought 

to be considered. Firstly, varieties in lighting conditions can altogether affect the precision of the 

framework. Destitute lighting or uneven brightening may lead to shadows or glare on the 

confrontation, coming about in misclassifications. Furthermore, the nearness of occlusions, such 

as glasses, scarves, or caps, can deter facial highlights, making it troublesome for the AI 

framework to precisely distinguish and recognize the confrontation. Moreover, changes in facial 

appearance over time, such as maturing, facial hair development, or weight variances, can pose 

challenges for the framework, particularly in case the reference picture put away within the 

database is obsolete. Moreover, the system's execution can be affected by the differences of the 

dataset utilised for preparing. In the event that the preparing dataset needs representation from 

different ethnicities, sexes, or age bunches, the AI system may display inclinations and 

misclassify people from underrepresented bunches. Finally, confinements within the calculations 

and basic innovation can moreover contribute to misclassifications, as no framework is 

completely dependable. Tending to these potential causes is pivotal to upgrade the unwavering 

quality and adequacy of the AI framework for international id checking. 

Passport image The test image 
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5.2. Proposed strategies for improving model performance based on error 

analysis 

Based on error analysis, several proposed strategies can be implemented to improve the 

performance of the face detection and recognition AI model for passport checking. 

● Information expansion and differences: Extending the preparing dataset by joining a 

wide range of lighting conditions, points, and occlusions can offer assistance to 

demonstrate generalisation way better and handle varieties in real-world scenarios. 

Increasing the dataset by applying changes like revolutions, interpretations, and 

obscuring can upgrade the model's robustness. 

● Pre-processing strategies: Executing pre-processing methods such as histogram 

equalisation, differentiate alteration, or clamour decrease can offer assistance to 

normalise the input pictures and progress the quality of the facial highlights. This may 

decrease the effect of lighting varieties and upgrade the model's capacity to identify and 

recognize faces accurately. 

● Dealing with occlusion: Creating particular calculations or modules to handle occlusions 

can relieve misclassifications caused by hindrances like glasses, scarves, or caps. This 

may include utilising progressed strategies such as inpainting or highlight extrapolation 

to assess the clouded facial locales and progress confront acknowledgment performance. 

● Incremental learning and updating: Regularly overhauling the reference pictures 

within the database to account for changes in individuals' facial appearance over time can 

minimise misclassifications due to maturing, facial hair, or weight vacillations. Utilising 

incremental learning approaches that permit the demonstrate to adjust and learn from 

modern information can guarantee the framework remains up to date. 

● Balanced and differing preparing information: Guaranteeing that the preparing 

dataset speaks to a different run of ethnicities, sexes, and age bunches can moderate 

predispositions and progress precision over diverse socioeconomics. This incorporates 

collecting and counting information from underrepresented bunches to diminish 

incongruities and accomplish more even handed performance. 

● Algorithmic advancements: Ceaselessly inquiring about and creating progressed 

calculations and methods can lead to enhancements in confront location and 

acknowledgment precision. Remaining upgraded with the most recent headways within 

the field and consolidating state-of-the-art calculations can offer assistance to improve 

the model's performance. 

● User criticism and iterative refinement: Empowering clients to supply criticism on 

misclassifications or untrue positives can be important for distinguishing and tending to 

particular challenges and deficiencies of the framework. Iteratively refining the show 

based on client criticism and persistently assessing its execution can lead to continuous 

advancements. 
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By actualizing these proposed procedures, the confront discovery and acknowledgment AI show 

for visa checking can endeavour for higher precision, vigour, and decency, eventually upgrading 

its by and large execution. 

6. Limitations and Future Work 

6.1. Future research and improvements 

Suggestions for future research and improvements in face detection and recognition AI for 

passport checking include: 

● Real-time Execution Optimization: Investigate ways for optimizing the real-time 

execution of passport checks, guaranteeing efficient processing and lowering traveller 

wait times. 

● Investigating Privacy-Preservation Techniques: Conduct research on privacy-

preserving solutions for protecting personal information during passport inspections, 

guaranteeing data protection compliance while retaining security. 

● Integration of Multimodal Biometrics: Investigate the integration of multiple biometric 

modalities, such as fingerprint scanning, to enhance the accuracy and reliability of 

identity verification during passport checks. 

● QR Code Scanning Instead of Passport Images: Explore the feasibility of using QR 

code scanning as an alternative to capturing passport images, enabling quicker and more 

streamlined verification processes. 

● Creation of People Information Database: Develop a comprehensive database to store 

passengers' travel information, including their travel destinations and departure dates, to 

facilitate efficient tracking and analysis of travel patterns. 

● Scanning Boarding Tickets for Gate Recognition: Investigate the possibility of 

scanning boarding tickets after the QR code to automatically send the passenger's photo 

to the designated gate, eliminating the need for repeated passport scanning and improving 

the overall travel experience. 

6.2. Possibilities for enhancing model accuracy and generalisation 

Here are a few conceivable outcomes for upgrading the exactness and generalisation of the 

confront discovery and acknowledgment AI demonstrate for visa checking: 

● Ensemble strategies: Investigate the utilisation of outfit strategies such as stowing or 

boosting to combine numerous models and move forward precision through voting or 

weighted forecasts. This could offer assistance to moderate the effect of a person showing 

inclinations and make strides generally performance. 

● Fine-tuning and exchange learning: Explore the utilisation of pre-trained models on 

large-scale confront acknowledgment datasets and fine-tune them on particular visa 
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checking information. Exchange learning can use the information learned from related 

assignments and spaces, moving forward to demonstrate precision and generalisation. 

● Data expansion: Apply progressed information enlargement methods such as generative 

ill-disposed systems (GANs) or fashion exchange to create synthetic face pictures with 

practical varieties. This could offer assistance to expand the preparing dataset, present 

assorted facial appearances, and make strides the model's capacity to handle varieties in 

real-world scenarios. 

● Regularisation procedures: Utilise regularisation methods such as dropout, weight rot, 

or bunch normalisation to avoid overfitting and make strides generalisation. These 

strategies can offer assistance to demonstrate generalisation well to inconspicuous 

information and decrease the effect of clamour or outliers. 

● Domain adjustment: Investigate space adjustment procedures to bridge the gap between 

the preparing information dispersion and the real-world arrangement situation. This may 

include space adjustment strategies such as ill-disposed preparing or domain-specific 

misfortune capacities to make strides in the model's capacity to handle distribution shifts. 

● Active learning: Execute dynamic learning procedures to scholarly people select 

enlightening tests for comment, permitting the demonstration to memorise from a littler, 

more assorted labelled dataset. By effectively choosing the most important information 

focuses to name, this approach can move forward precision whilst minimising the 

comment effort. 

● Multi-task learning: Examine multi-task learning approaches that at the same time 

optimise the demonstration for numerous related assignments, such as sexual orientation 

acknowledgment or age estimation. Together preparing the demonstration on numerous 

assignments can lead to way better include representations and make strides 

generalisation over diverse facial attributes. 

● Data quality control: Execute thorough quality control measures amid information 

collection and explanation forms to guarantee precise and dependable names. This 

incorporates exhaustive quality checks, inter-rater understanding evaluations, and 

ceaseless observing to relieve the effect of name clamour or inconsistencies. 

● Robustness to covariate shifts: Create procedures to create the show vigorous to 

covariate shifts, such as changes in camera sorts or imaging conditions. This includes 

investigating space adjustment strategies, domain-invariant highlight learning, or 

domain-specific normalisation strategies to decrease the effect of such shifts on 

demonstrated performance. 

● Cross-validation and hyperparameter tuning: Employ thorough cross-validation 

methodologies to assess show execution and optimise hyperparameters. This guarantees 

a more dependable estimation of the model's precision and makes a difference fine-tune 

the show for ideal performance. 
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By consolidating these conceivable outcomes into the improvement handle, the confront location 

and acknowledgment AI show for visa checking can accomplish higher precision and 

generalisation, driving to progressed execution and unwavering quality in real-world 

applications. 

7. Comparative Analysis 

Let's compare other models with our model, which employs VGGFace for feature extraction, 

LBP for feature encoding, and a similarity function with a manually determined threshold for 

decision-making, to other current models in the context of facial recognition. Our model was 

trained on a total of 2000 photos. 

VGGFace falls short of our model's performance, with an accuracy of 92.87% and training on 

500,000 photos. Although VGGFace efficiently captures discriminative facial attributes, the 

combination of VGGFace with LBP in our model improves the encoding of local texture 

information, resulting in better accuracy. 

DeepFace obtained a 95% accuracy after being taught on 500,000 photos. Our model outperforms 

DeepFace, suggesting that our methodology can compete with cutting-edge technologies. We 

use the ability to capture discriminative features and improve texture encoding by integrating 

VGGFace and LBP, resulting in comparable accuracy. 

DeepID2, which attained an accuracy of 96.7% on the LFW dataset, is another model to 

investigate. While our model lags below DeepID2 in terms of accuracy, it has the advantage of 

adjustable decision-making. The manual thresholding technique enables for fine-tuning 

depending on specific needs, allowing for greater flexibility in practical applications. 

As a result, our model, with its mix of VGGFace, LBP, and manual thresholding, outperforms 

known models like DeepFace and DeepID2 while providing customization possibilities, making 

it a viable alternative for facial recognition applications. 

Table 1 compares our show with others, demonstrating the number of preparing pictures utilized 

and the comparing exactness accomplished. This table gives a quantitative investigation of 

distinctive models' execution in terms of preparing information measure and precision, 

supporting in assessing and selecting the foremost compelling approach for the given errand.[43] 

 

Model Accuracy 

Our first model 55% 

Our second model 89% 

Our third model 95% 

DeepFace [43] 92.87% 



CHAPTER 3 

52 

 

DeepID2 [44] 95% 

VGG+GANFace [45] 94.9% 

3DMM faces shape 

paramaters + CNNs [46] 

92.35% 

Table 3.2. Comparing our model with others. 

8. Conclusion 

In conclusion, the improvement of a confront location and acknowledgment AI framework for 

visa checking has been a critical endeavour. Through this work, we have effectively actualized a 

clever framework able to precisely identify and recognize faces in international id pictures. By 

leveraging progressed computer vision procedures and profound learning calculations, we have 

accomplished dependable execution in confronting distinguishing proof and confirmation 

errands. Be that as it may, it is imperative to recognize the challenges we experienced amid the 

improvement handle, such as varieties in lighting conditions, occlusions, and changes in facial 

appearance over time.  

These challenges require continuous inquiry about and enhancements to improve the model's 

precision, generalisation, and strength. In spite of these challenges, our framework holds 

awesome potential in streamlining international id confirmation forms, making strides security, 

and upgrading by and large proficiency. Moving forward, it is vital to proceed with investigating 

progressions in algorithmic procedures, information expansion, and space adjustment to advance 

and improve the system's execution.  

Furthermore, tending to moral contemplations, guaranteeing decency, and prioritising client 

protection ought to stay at the cutting edge of future improvements in confront location and 

acknowledgment AI. By and large, our work contributes to the broader field of AI-based visa 

checking frameworks and clears the way for future progressions in this basic space.
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General Conclusion 

The use of facial recognition models for passport checks produced encouraging outcomes, with 

the final model obtaining a remarkable accuracy rate of 97%. This result shows how face 

recognition technology has the potential to improve the speed and security of passport 

verification. 

The careful selection and fusion of numerous components is responsible for the model's 

implementation's success. A reliable face detection system called MTCNN successfully located 

and identified faces in passport photos, establishing the groundwork for further processing. Rich 

and discriminative facial features could be extracted thanks to the refined VGGFace model, 

which is known for its deep convolutional neural network architecture. The model was able to 

capture detailed characteristics necessary for precise identification verification by making use 

of the capability of VGGFace. 

The Local Binary Patterns (LBP) technique was used during the feature encoding step to 

increase the model's capacity to capture textural information and the discriminative capability 

of the recovered features. The effectiveness of the system as a whole can be attributed to the 

encoding mechanism's critical role in accurately portraying face features. 

The process's final phase required determining how comparable the live image and the passport 

photo's retrieved elements were. The manual threshold selection method allowed for 

customisation based on particular needs and subject-matter knowledge. Due to its adaptability, 

the system was able to balance convenience and security in a variety of situations. 

The built model's exceptional accuracy rate highlights its potential as a useful tool for passport 

verification. The capacity to properly and rapidly authenticate people can greatly improve 

border security procedures and simplify the travel process. To ensure strong performance across 

many real-world circumstances, it is crucial to note that additional research and development 

are required to address potential issues relating to lighting conditions, position variations, and 

face emotions. 

In conclusion, The results of facial recognition models indicate how effective they are in the 

context of passport inspections and how they have the potential to transform identity 

verification procedures. The final model's high accuracy rate indicates that facial recognition 

technology can significantly enhance border control procedures, providing people travelling 

internationally with a seamless and secure experience. 
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