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About AAI-24 

 

In today’s rapidly evolving world, we face pressing challenges in critical areas such as 

healthcare, agriculture, energy, urban development, finance, e-commerce, and information 

security. To address these complex issues, the Workshop on Applications of Artificial 

Intelligence was organized to create a platform for innovation. This event brought together 

researchers and PhD students to present cutting-edge AI solutions that specifically address 

societal challenges. By fostering interdisciplinary dialogue, our aim was to promote AI 

applications that not only offer immediate solutions but also hold the potential to enhance the 

overall quality of life. 

 

The workshop took place on April 16–17, 2024, at the University of M'hamed Bougara 

Boumerdes in Algeria. Participants were invited to contribute to societal advancement by 

submitting proposals across a range of topics, including but not limited to AI applications in: 

Healthcare and well-being 

Agriculture and food security 

Power and energy transition 

Urban planning, transport, and logistics 

Finance, e-commerce, and e-payment 

Information security and networking 

Education and research 

 

We hope that the insights and collaborations emerging from this workshop will inspire 

new approaches and meaningful contributions in AI for the betterment of society. 
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Overview: The Principle Behind Developing Leading

NLP Tools
Ali Belgacem1
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Abstract

Natural Language Processing (NLP) tools have become indispensable assets in various fields,
from chatbots for customer service to sentiment analysis in social media, from machine translation
systems to information retrieval engines. Their importance lies in their ability to extract meaningful
insights from unstructured textual data, facilitate decision-making processes, automate tasks, and
enhance user experiences. NLP is a key technology that drives advances across machine learning,
artificial intelligence, and linguistics. This workshop explores the fundamental principle underlying
the development of popular NLP tools. By the end of the workshop, attendees will have a com-
prehensive understanding of the principle behind widely used NLP tools. The workshop provides
invaluable insights for researchers seeking to improve the performance of an NLP tool or invent new
language models rooted in these principles.

Keywords: Natural Language Processing, Artificial intelligence, Popular NLP tools

1 Introduction

In the rapidly evolving field of natural language processing (NLP), many tools and libraries have emerged
to address the complexities of understanding and processing human language. These tools play a pivotal
role in many applications such as sentiment analysis, machine translation, named entity recognition, text
summarization, and others [1]. Numerous popular NLP tools have gained widespread recognition and
adoption within the community, ranging from versatile libraries such as NLTK and SpaCy to cutting-
edge platforms like Google Cloud NLP API and IBM Watson. Each tool brings its own unique set of
features and capabilities. Understanding these tools is essential for anyone venturing into the world of
Natural Language Processing (NLP), as they serve as the foundational building blocks for developing
sophisticated language processing applications.

Indeed, the ascent of natural language processing (NLP) marks a profound paradigm shift in artificial
intelligence, altering how robots grasp, decipher, and produce human language. This transformative
trend has introduced large language models (LLMs) like Generative Pre-trained Transformers (GPT),
utilizing deep learning methods to generate text that blurs the line between machine-generated and
human-authored content. NLP, rapidly evolving fueled by vast datasets and computational progress,
wields a pervasive impact across various applications, spanning from virtual assistants and chatbots to
sentiment analysis and machine translation [2].

LLMs serve as potent assets in NLP, embodying artificial intelligence systems capable of processing
and generating human-like language. Trained on vast text datasets, these models excel in tasks such
as natural language processing, language translation, and text generation [3, 4]. Their adeptness in
generating coherent and relevant responses renders them invaluable in various applications, from chatbots
to content creation, while their adaptability extends to virtual assistants, customer service, and voice-
enabled technologies.

On the other hand, the GPT series stands out among LLMs, distinguished by its utilization of
transformer architecture and its diverse models, with GPT-3 featuring over 175 billion parameters.
GPT-3 demonstrates exceptional performance in NLP tasks such as language translation and question
answering, broadening its applications to various formats and genres, including news articles, poetry, and
code [5]. Conversely, chatbots simulate human conversation primarily online, employing NLP algorithms
and AI techniques to interpret and respond to user input [6]. These versatile tools address frequently
asked questions (FAQs), offer customer support, and even facilitate tasks like ordering food or making
reservations. Additionally, chatbots designed as virtual pets or chat-based games provide companionship
or entertainment.
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One of the leading AI research organizations in this field is OpenAI, spearheading the NLP revolution
with a commitment to developing safe and beneficial AI solutions. Renowned for its groundbreaking re-
search across NLP, robotics, and reinforcement learning, OpenAI’s innovations have far-reaching societal
impacts [7]. NLP tools’ integration into various fields, from chatbots to language translation, underscores
their relevance to both researchers and industry professionals. Rigorous research has evidenced these
tools’ state-of-the-art performance, while evaluations of their backend components facilitate performance
enhancements and issue resolutions, ensuring optimal functionality [3].

During this workshop, participants will discover the basic principles of popular NLP tools and gain
insight into their main practical applications. The rest of the paper is structured as follows: Section
2 discusses Popular NLP (Natural Language Processing) tools. Section 3 unveils the Architecture of
Leading NLP Tools. Section 4 explores Potential Application Areas. Finally, Section 5 presents the
conclusion.

Figure 1: Relevant Technologies for NLP tools

2 Popular NLP (Natural Language Processing) tools

NLP tools, harnessing the capabilities of natural language processing and artificial intelligence, stands
alongside several existing software and platforms that operate on similar functional principles. Among
these, OpenAI’s GPT series, featuring models like GPT-2 and GPT-3, stands out for its prowess in
generating coherent and contextually relevant text based on provided prompts, akin to the functionality
of NLP tools. Similarly, Google’s BERT (Bidirectional Encoder Representations from Transformers)
focuses on bidirectional contextual understanding of text, although primarily utilized for tasks such
as text classification and named entity recognition, it can also be adapted to generate conversational
responses akin to those produced by NLP tools.

Additionally, platforms like Microsoft’s DialoGPT, tailored specifically for generating human-like re-
sponses in conversational contexts, and Facebook’s BlenderBot, integrating techniques from large-scale
language models, reinforcement learning, and retrieval-based methods to produce contextually relevant
responses, are notable counterparts to NLP tools. Moreover, open-source solutions like Rasa, offering
tools for natural language understanding, dialogue management, and response generation, enable devel-
opers to craft custom chatbots aligned with specific domains and applications. Similarly, Dialogflow,
a Google-owned platform, provides robust capabilities for building conversational interfaces, including
chatbots and voice assistants, with features like natural language understanding, integration with mes-
saging platforms, and tools for designing conversational flows and responses. While these platforms and
models share common ground with NLP tools in leveraging natural language processing techniques and
large-scale pre-trained models for generating human-like responses, their unique features, strengths, and
limitations are shaped by their underlying architecture and focus on specific use cases.
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3 Unveiling the Architecture of Leading NLP Tools

Creating a machine learning system involves careful attention to three basic components: tasks, algo-
rithms, and models[8]. In addition, datasets play a crucial role in developing machine learning models.
This framework logically corresponds to the learning system of NLP tools, and thus it is not surprising
that it adheres to this format (Figure 2). In the literature, many researchers studying NLP tools have
implicitly referred to aspects of this structure, as described below:

Figure 2: NLP tools machine learning system building

3.1 Tasks

When we discuss a ”task” in the context of machine learning, we are referring to a specific problem that
a machine learning algorithm aims to solve. In practice, a learning model can be tailored for either a
singular task or for multiple tasks concurrently. NLP tools encompass a wide array of tasks, each serving
distinct purposes [3, 9, 4, 10]. These tools demonstrate their versatility across various domains through
a diverse range of functionalities. They excel in text generation, generating coherent and contextually
relevant responses crucial for applications such as chatbots, language translation, and content creation.
Additionally, NLP tools facilitate seamless language translation, effectively bridging communication bar-
riers and enabling interaction across linguistic divides. They also play a pivotal role in sentiment analysis
by accurately discerning the emotional tone of text, which aids in gauging opinions or attitudes. More-
over, NLP tools adeptly categorize text into distinct topics or classifications, serving purposes such as
content moderation, spam detection, and document organization. With the capability to provide answers
based on contextual understanding or knowledge bases, these tools enhance functionalities like virtual
assistants and customer support through question answering. Furthermore, they streamline information
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processing by condensing lengthy text into concise summaries, thus facilitating content curation and
information retrieval tasks. Leveraging NLP models to simulate conversations between users and AI
agents enables the creation of chatbots, virtual assistants, and interactive applications. Notably, GPT-4,
a large-scale multimodal model, showcases recent advancements in the field by uniquely processing both
image and text inputs to generate text outputs.

3.2 Algorithms

NLP tools’ algorithms are rooted in the GPT architecture, augmented by various techniques to enhance
performance and capabilities, tailored to specific applications or use cases for which the model is trained
or deployed. These algorithms form the backbone of NLP systems, enabling them to process and gener-
ate human-like language with increasing accuracy and efficiency. Leveraging the foundational principles
of the GPT architecture, NLP algorithms undergo continual refinement and adaptation to address evolv-
ing challenges and requirements across diverse domains. From preprocessing to post-processing, data
augmentation to transfer learning, these algorithms play a pivotal role in the seamless integration of
NLP tools into various real-world applications, ranging from chatbots and virtual assistants to language
translation and sentiment analysis.

Key algorithms employed by NLP tools encompass a range of preprocessing, post-processing, data
augmentation, transfer learning, task-adaptive pretraining, and language modeling techniques. Prepro-
cessing algorithms handle tasks like text cleaning, lowercasing, tokenization, stopword removal, and text
normalization, ensuring the input data is properly formatted and structured for further analysis. Post-
processing steps refine results through tasks such as part-of-speech tagging and named entity recognition,
enhancing the quality and relevance of outputs for downstream applications. Data augmentation algo-
rithms generate additional training data by applying transformations, effectively reducing overfitting
and enhancing the robustness of the model. Transfer learning fine-tunes pre-trained models for specific
tasks, adapting them to new data and domains to improve performance and generalization capabilities.
Additionally, task-adaptive pretraining and language modeling algorithms play a crucial role in capturing
intricate language patterns and structures, enabling NLP tools to accurately predict word sequences and
generate contextually relevant responses.

3.3 Modeles

The OpenAI API offers a flexible solution capable of handling diverse tasks spanning natural language
processing, code interpretation, and image manipulation. With models of varying complexity tailored to
different use cases, users can leverage the API for tasks such as content generation, semantic search, and
classification [11]. This versatility extends to the customization of models, enabling users to fine-tune
them according to their specific requirements. Whether it’s generating content, conducting semantic
searches, or performing classification tasks, the OpenAI API provides a suite of models equipped to
handle diverse challenges and applications.

Among the models offered by the OpenAI API, GPT-4 stands out as the latest and most power-
ful iteration, building upon the GPT-3.5 architecture to enhance natural language understanding and
generation capabilities. NLP tools, on the other hand, leverages the GPT-3.5-Turbo model, specifically
optimized for conversational formats. Users have the flexibility to choose the most suitable model for
their needs, whether they require a robust language model like GPT-4 or one tailored for specific tasks.
Commonly utilized models include GPT-3.5, capable of understanding and generating natural language
or code, DALL·E for image generation based on natural language prompts, Whisper for audio-to-text
conversion, and Moderation for detecting sensitive content within text inputs. Additionally, models like
GPT-3 and Codex offer comprehensive language understanding and code generation capabilities, further
expanding the range of tasks that can be accomplished using the OpenAI API [10, 7].

3.4 NLP tools data

NLP tools underwent extensive training as an AI language model using vast datasets comprised of diverse
textual data from a multitude of sources and domains, ranging from books and web pages to scientific
papers and social media content. Although the datasets employed for training various iterations of
NLP tools may vary in size, quality, and focus, their overarching aim remains consistent: to furnish
the model with a comprehensive and representative sample of language usage across different contexts
[9]. Before being fed into the machine learning model, these datasets typically undergo preprocessing
to eliminate noise, irrelevant information, or bias, thereby optimizing the model’s language modeling
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task, which revolves around predicting the subsequent word or sequence of words based on the preceding
context. Notable datasets utilized in training different versions of NLP tools encompass collections such
as booksCorpus, common crawl, english wikipedia, openWebtext, and webtext [11].

These datasets can be classified into several categories based on their characteristics and applica-
tions. Dialogue datasets, for instance, comprise conversations, interactions, or dialogues between two or
more speakers, offering valuable insights into various aspects of natural language processing research.
Examples include the cornell movie dialogs corpus, persona-chat, dailydialog, ultiWOZ, and convAI2.
Large-scale datasets, essential for training Large Language Models (LLMs) like NLP tools, encompass
vast amounts of data collected from diverse sources such as sensor data, social media, and transactional
records. Notable examples of such datasets include omageNet, common crawl, openstreetMap, million
song dataset, yelp dataset, and twitter dataset. Multi-domain datasets span multiple domains or top-
ics, enabling machine learning models trained on them to generalize effectively across diverse domains.
Amazon reviews multilingual, yahoo! comprehensive answers, AG news corpus, pubmed, wikiBio, and
MS COCO are prominent examples in this category. Additionally, specific datasets tailored to particular
domains, like the math word problems extracted from the DRAW-1K dataset analyzed in reference [12],
serve specialized research or application needs within specific domains.

4 Potential Application areas

NLP tools has been extensively investigated across various domains, showcasing its potential to make
significant contributions in diverse areas:

In the realm of data science processing, [13] delves into how NLP tools is reshaping the landscape
of data science by streamlining critical tasks such as data cleaning, preprocessing, model training, and
result interpretation. The study highlights compelling evidence of NLP tools’ prowess in supporting
data scientists, enhancing the efficiency, effectiveness, and accuracy of their work. By leveraging NLP
tools, researchers can unlock valuable insights from complex datasets, paving the way for transformative
advancements in the field of data science.

Turning attention to robotics, [14] conducts an in-depth exploration of OpenAI’s NLP tools’ potential
applications in robotics. The study sheds light on the effectiveness and limitations of NLP tools in
efficiently tackling various tasks, demonstrating its natural language processing capabilities that enable
seamless interaction through natural language instructions. These insights underscore the promising role
of NLP tools in enhancing the functionality and user experience of robotic systems, opening avenues for
innovation and advancement in the field of robotics.

5 Conclusion

This workshop provided a comprehensive exploration of NLP tools, delving into their back-end archi-
tecture and core components. Through an analysis of tasks, datasets, and models, we gained valuable
insights into the technical complexities of NLP tools. With continuous evolution and improvement, facil-
itated by regular updates, NLP tools remain at the forefront of technological innovation in the fields of
artificial intelligence and machine learning. As we move forward, NLP tools are poised to revolutionize
the way we interact with technology, opening up new possibilities and reshaping different areas across
industries.
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Abstract 

Effective irrigation management is crucial due to water scarcity especially for large scale crops, growing 
agricultural demands, climate change, soil salinity, and suboptimal methods. Despite the agricultural sector's 
major water consumption (70% of total usage), its inefficiencies necessitate practical solutions and rational 
water management. The adoption of smart irrigation, powered by AI and ML techniques like Random Forests 
and Recurrent Neural Networks, marks a significant transformation in agriculture, aiming to reproduce 
human expertise. This study aims to integrate AI models into irrigation, focusing on the evaluation of 
random forest and recurrent neural networks. The goal is to enhance the accuracy of irrigation forecasts and 
decisions while minimizing human intervention.  

Keywords: Intelligent irrigation, artificial intelligence (AI), machine learning (ML), deep learning 
(DL), random forest (RF), recurrent neural networks (RNN), optimal timing, water quantity.  

 

1 Introduction 

Irrigation is crucial for crop growth, necessitating an understanding of the soil-water-plant relationship, as 
well as the factors influencing the efficiency of irrigation [4]. Despite drawbacks of traditional methods, 
such as excessive water consumption, smart agriculture emerges as a solution to address challenges like 
growing demand and labor decline [2], there is a need for intelligent systems to efficiently utilize available 
water throughout the growing season [1].  In response to water shortages due to climate change, our work 
builds on Djafour Sara's 2022 research, proposing an intelligent watering model using AI technologies. 
Specifically, we employ a Random Forest model for wheat cultivation and a simple recurrent neural 
network for forecasting water quantity, this innovative approach employs two distinct AI models: the first 
model predicts irrigation decisions, while the second model forecasts the required quantity of water. We 
use historical data related to irrigation decisions as well as parameters related to soil, climate, and plants to 
train and evaluate the random forest model, making it capable of handling new data.  

 

2 Materials and methods  

2.1 Implementation of random forest for wheat cultivation 

Our random forest model comprises multiple decision trees, each independently predicting irrigation 
presence or absence. However, simultaneously working on all crops is impractical. Therefore, we conduct 
independent training and evaluation for each crop, presenting a detailed approach for wheat cultivation and 

a concise overview for other crops.  

We utilized available Kaggle data with 501 entries, featuring information on nine crops. Each data entry 
represents a unique observation and includes 5 features: crop type, crop days, soil moisture, temperature, 
humidity, and a binary 'Irrigation' variable indicating application (class 1) or absence (class 0). Specifically for 
wheat, there were 26 cases of irrigation and 52 cases without, (this is an excerpt; the data contains many 
more entries). Figure 1 below presents the datasets used for training the Random Forest (RF) model.  
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Figure 1: The dataset of the RF model 

 

To implement the Random Forest model on Collab, we import and clean data from. The dataset is split into 
training (67%) and test sets (33%) using Scikit-Learn's train_test_split, it was an experimental choice with this 
choice, we were able to build a good model, which yielded better results. The "Random Forest Classifier" 
algorithm is applied with parameter tuning for a high-performing model. Table 1 below shows the selection 
of the most suitable model parameters for optimizing wheat cultivation practices, the choice of these 
parameters was made experimentally, these parameters allowed us to achieve good results. 

6 Min_samples_split 10 

7 Random state 123 

8 Bootstrap True 

9 Criterion gini 

10 ccp_alpha 0 

 

Table 1: Selection of model parameters for wheat cultivation 
 

We trained the model on 67% of the dataset to learn patterns and relationships. Evaluation on the test set 
includes key metrics like the classification report and confusion matrix to assess performance.  

In data science, saving a trained model for future use is crucial. We use the 'joblib' library to save model 
weights and configuration, naming the file 'RandomForestClassifier' to indicate its foundation in scikit-learn.  

2.2 Implementation of a simple univariate recurrent neural network model  

Recurrent neural network is a neural network specifically designed for processing sequential data while 
preserving a memory of past events.  

We obtained a dataset with 9,999 entries from the same website, containing information on watering time in 
seconds and hours. Each entry includes the associated water volume, which serves as the model's prediction 
variable. Figure 2 below presents the datasets utilized for recurrent neural network model which includes 
(time in seconds and hours plus the water volume). 

Number Parameter Value 

1 N_estimators 15 

2 Max_depth 9 

3 Max_features None 

 4 Min_samples_leaf 9 

 5 Max_leaf_nodes 30 

8



 
Figure 2: The datasets of the recurrent neural network model 

In our recurrent neural network model with the dataset, we remove irrelevant columns, normalize for 
consistent scales, and create 10-sample sequences (X for time, Y for volume). Training uses 90% of the data, 
reserving 10% for testing (experimental choice). 

The recurrent neural network architecture consists of three layers: a hidden layer with 10 neurons, a dropout 
layer, and a dense layer with a single neuron for regression tasks. The 'tanh' activation function, along with 
bias, adapts the network to input data. The 'adam' optimization algorithm minimizes error using mean 
absolute error for accurate real value approximation. Table 2 below represents the recurrent neural network 
parameters used in this study.  

 

 

 

 

 

 

 

Table 2: The recurrent neural network parameters 

The model undergoes 100 epochs, allocating 20% of the training data for validation. Post-training, we use the 
model to make predictions and compare them with actual values. This evaluation is crucial for assessing the 
model's performance and accuracy in predicting target values. We have chosen the ‘model.save()’ method to 
store both the model weights and its configuration in an HDF5 file since our model is based on the Keras 
library.  

3 Results and discussion  

3.1 Random forest  

For the five variables, the training set comprises 52 entries, while the test set consists of 26 entries. These 
results are determined by the random state parameter, a crucial factor for understanding the size of our 
training and test data when building and evaluating machine learning models.  

The model demonstrates high precision (100% for class 0, 89% for class 1) and notable recall rates (94% for 
class 0, 100% for class 1). With an overall accuracy of 96% for wheat cultivation and an average accuracy rate 
of 98.33% across all crops, the model's robust and efficient performance is evident. Table 3 below represents 
the model success rate in 10 crops in %. 

 

 Parameter Value 

1 Samples 10 

2 Steps 1 

3 Threshold 0.9 

4 Activation function tanh 

5 Bias true 

6 Number of neurons 10 

7  Layer dropout 0.2 

8 Number of layers 3 

9 the loss function adam 

10 Epochs 100 

11 Lot (batch size) 32 

12 Shuffle false 
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Table 3: Model success rate for each crop 

Table 4 summarizes the average metrics for all crops across each class, showcasing the model's strong 
performance in terms of accuracy, recall, F1 score, and support.      

 Precision: The proportion of positive observations correctly classified among all the positive 
observations predicted by the model. Precision (P) =TP/TP+FP 

 Recall: This measures the proportion of positive observations correctly identified among all the 
actual positive observations in the dataset. Recall (R) =TP/TP+FN    

 F1-score: The F1 score is a combined measure of precision and recall, expressed as the harmonic 
mean of the two. F1-score =2*P*R/(P+R) 

 Accuracy: it measures the total proportion of correct predictions, whether they are positive or 

negative. Accuracy =TP+TN/TP+FP+FN+TN                        

 

 

 

Table 4: Average metrics for all crops 

To understand how the model makes decisions based on the given variables, we present below in figure 3 a 
visualization of a single decision tree from the model.  

 

Figure 3: A decision tree of the random forest model  

3.2 Recurrent neural network 

Minimizing the error towards zero serves as an indicator of good recurrent neural network performance, 
implying that the model aligns well with reality. The selection of 100 epochs is associated with a significant 
reduction in the error towards 0.0152 and the mean absolute error towards 0. 080. 

The goal is to minimize the loss function to reduce prediction error. The validation loss, used to assess the 
model's performance, is slightly lower than the training loss by a margin of 0.02, suggesting a slight 
underfitting. This indicates that the model has not fully adapted to the training data, implying a gap between 
its performance on training and validation data. Figure 4 below is a graph representing the evolution of the 
loss function for the recurrent neural network model.  

Culture Accuracy (%) 

Wheat 96 

Corn 100 

Peanut 100 

Garden flower 94 

Rice 100 

Potatoes 95 

Legumes 100 

Sugarcane 100 

Coffee 100 

Average 98.33 

Class  0 1 
Metrics  

Precision (%)  98,33333 98,625 

Recall (%) 99,33333 95,88889 

F1-score (%) 98,77778 97,11111 
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Figure 4: Evolution of the loss function for the recurrent neural network model 

We have a graph showing a close alignment between predicted and true values. Notably, predicted values 
plateau, indicating the model's best effort in predicting maximum values.  

 
Figure 5: Comparison between true values and predicted values for the RNN model  

4 Conclusion 

The integration of AI in agriculture becomes increasingly crucial amidst the challenges posed by climate 
change and water scarcity. By automating irrigation decisions, efficiency is significantly improved, thereby 
addressing issues of food security and promoting environmental sustainability. Our research underscores 
the effectiveness of employing both random forest and recurrent neural network models. The random 
forest model, utilizing its own dataset including various parameters, achieves an impressive overall 
performance rate of 98.33%, particularly excelling in responding adeptly to watering decisions. On the 
other hand, the recurrent neural network demonstrates notable performance by minimizing prediction 
errors to 0.0152 and 0.0804 for mean absolute error, utilizing a distinct dataset used to predict water 
volumes accurately. These promising findings indicate the successful optimization of irrigation timing 
alongside ensuring adequate water supply. 
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Abstract

Social networks are a space of communication, sharing, and information but also an economic
environment full of marketing and advertising services. For this purpose, they are used to recommend
products, services, friends, . . . , to different subscribers. We are talking about Recommendation
Systems (RS). These systems often make a well-targeted diffusion to reach the right population at
the right time. The goal of this paper is to find, for an input user, a set of items to recommend to
him and, similarly, find a set of users to whom to recommend an input item. For this, firstly, we
propose how to find these two sets for a given input using the ”Communities’ Detection” mechanism,
of which we have different approaches and algorithms in the literature; we choose one among them
and extend it. Secondly, we designed a new model of RS based on communities detection. The choice
in this paper is focused on the LFM model (Large Families Model), given its ease, extensibility, and
flexibility.

Keywords: Social Networks, Communities’ Detection, Recommendation systems.

1 Introduction

Social networks have become a significant means of communication, information sharing, and online
services. As users increasingly rely on these platforms, there is a growing need for recommendation
systems (RS) to assist them in discovering relevant content, products, and connections. RS have found
applications in various domains, such as e-commerce, digital libraries, and social networking, helping to
increase productivity, success, and profitability.

However, RS still suffers from some limitations. Recommendations based on past user behavior can
lead to false or undesirable recommendations, as user preferences and interests may change over time or
not align with the items they have previously interacted with.

To address these challenges and develop a more sophisticated RS that can better understand and
cater to user preferences, we propose a new approach based on our previous works on communities’
detection.

This paper aims to present a novel recommendation systems approach based on communities’ de-
tection in social networks. The underlying hypothesis is that users who share similar interests and
preferences are likely to form communities, and by identifying these communities, more accurate and
personalized recommendations can be provided.

Specifically, the paper has two main objectives: (1) to find, for a given input user, a set of items
to recommend, and (2) to find, for a given input item, a set of users to whom the item should be
recommended. To achieve these objectives and introduce a new model of recommendation system, we
used a community detection mechanism based on the LFM (Large Families Model) algorithm [3].

The remainder of this paper is organized as follows: Section 2 provides an overview of recommender
systems and their applications. Section 3 discusses the concept of community detection in social networks,
focusing on the LFM algorithm. Section 4 presents the proposed recommendation system model and its
associated algorithms. Finally, Section 5 concludes the paper and outlines future research directions.

2 Recommender systems

Recommender systems (RS) [11][21][12] are a specific form of information filtering that aims to provide
users with personalized suggestions for new items, such as products, services, or content. These systems
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learn user preferences from their profiles and past behaviors and then use this knowledge to propose new
possibilities that the user is likely to find interesting or relevant.

RS have found applications in a wide range of domains [9], including e-commerce [1], digital libraries
[2], the security sector [18], collaborative filtering systems [10][19], demographic-based systems [7][16][17],
and eLearning [8]. By reducing the time users spend searching for exciting items and suggesting things
they may have overlooked, RS can significantly improve the user experience and increase engagement.

3 Communities’ detection

The analysis of complex networks, both in the virtual and real world, often involves the detection of
communities [5] – groups of nodes that are more densely connected than the rest of the network. This
community detection task has gained increasing interest in recent years, with researchers exploring both
overlapping [6][20] and non-overlapping [4] community structures.

This paper focuses on one of the recent and efficient community detection algorithms: the Large
Families Model (LFM) algorithm we proposed in [7]. This algorithm and an extension will be used as
the foundation for the proposed recommendation system approach.

3.1 Large Families Model (LFM)

The key principle of the LFM algorithm is to identify the maximum number of common neighbors between
pairs of nodes, which are then considered as the initial “families” or communities. The algorithm then
allows other nodes to join these initial communities, optimizing the modularity [14][15][13] of the final
community distribution.

The notion of communities is particularly relevant in this work, as it is hypothesized that “two
individuals, having chosen the same friends, have more similarity in terms of taste, interests, preferences,
and abilities.” This insight forms the basis for our proposed recommendation system model.

The LFM (Large Families Model) algorithm proposed in [3] follows a multi-step process to detect
communities within the network. The initial step involves decomposing the graph into Maximum Related
Components (MRCs). For each MRC, the algorithm proceeds as follows:
1. Randomly select pairs of nodes considered the “parent” nodes.
2. Calculate the number of common “children” nodes for each parent pair.
3. Identify the parent pairs with the maximum number of common children, and designate these as the
initial communities or “large families”.
4. For each remaining “out” node, determine the most appropriate community for it to join based on
the number of connections to the existing community members.

After this initial community detection, the algorithm iteratively adjusts the value of the “CadjMax”
parameter, representing the minimum number of common children required for a parent pair to be
considered an initial community. The community distribution corresponding to the highest Newman’s
modularity (Q) [19][15][13] is selected as the final community structure.

This iterative process allows the LFM algorithm to adaptively identify the optimal community bound-
aries, ensuring that the final community distribution best captures the underlying network structure.
In this paper, we describe the extension of the LFM algorithm to support an “egocentric” community
detection approach called “Ego-LFM” for the recommendation system application.

This modification allows the algorithm to identify the community structure centered around a specific
user or item, an essential requirement for the proposed recommendation system models.

3.2 Ego-LFM

While the standard community detection approaches, such as the LFM algorithm, provide a compre-
hensive view of the network structure, there are cases where the focus should be on the community
centered around a specific node. This “egocentric” community detection can be particularly useful for
recommendation systems, where the goal is to identify the most relevant items or users for a given input.
In the evolution of the LFM algorithm that supports this notion of egocentric communities, any input
(user/item) needs to be initially categorized into one of the following three categories: parent, children,
or out-node. We note the input user with the symbol “IU”. The following algorithm details only the
first case where the input category is parent. The other two cases (IU as children or out-node) can be
considered as perspectives for our future works.
Input:
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• U: Set of users
• M: Adjacency matrix
• IU: Target user (or item) for which the egocentric community is to be detected
Output:
• Ego-centered community of IU, referred to as “witnesses(IU)” Algorithm:
1. Identify the “spouse” nodes of the input user IU - these are the parent nodes that share the maximum
number of common “children” nodes with IU.
2. Add all common nodes (children) in the community.
3. Join any remaining “out” nodes to the existing community based on their connections to the commu-
nity members.
4. Return the final community, which represents the “witnesses(IU)”—the users (or items) that are most
similar to and relevant to the input user (or item) IU.
By focusing on the egocentric community of a specific user or item, the Ego-LFM algorithm can pro-
vide a more targeted and personalized set of recommendations instead of considering the entire network
structure.
We call ”witnesses” (of recommendation) of a specific user IU (item II), as illustrated in Figure 1, all
users (items) members of the community(ies) of IU (II).

Figure 1: Ego-LFM, two communities for u0

In Figure 1, the set of witnesses(u0)=u1,u2,u3,u4,u5,u6,u7,u8.

4 Our proposition

The core of the proposed recommendation system approach is to leverage the detected communities of a
target user (or item) as the basis for generating personalized recommendations. The underlying principle
is that users with similar profiles, interests, and preferences will likely form distinct communities within
the social network. By identifying the community (or “witnesses”) associated with a given user or
item, the recommendation system can then analyze the collective preferences and past actions of that
community to suggest relevant items (or users).

The proposed system first applies the Ego-LFM algorithm to detect the egocentric community sur-
rounding the target user (or item). This allows them to identify the users who share similar characteristics
and interests with the input user (or those who have interacted with the input item).

The recommendation system then utilizes critical information - the ratings or actions performed
by the community members on the various items (or by the users on the input item). These ratings,
typically represented as an integer score between 0 and 5 (e.g., number of stars), capture the users’ level
of satisfaction or preference for the different items.

The general workflow of the recommendation system approach is as follows:
1. Apply the Ego-LFM algorithm to the target user (or item) to identify the egocentric community,

referred to as the “witnesses” of that user (or item).
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2. Analyze the past actions (e.g., ratings) performed by the identified community members on the
various items (or users).

3. Based on the community’s preferences and interests, recommend a set of items (or users) to
the target user (or for the target item). To implement this approach, the authors utilize two types of
adjacency matrices:

1. User-User Adjacency Matrix: This matrix captures the binary relationships between users.
Two users are considered connected if they have provided the “same” rating for at least one common
item.

2. Item-Item Adjacency Matrix: This matrix represents the binary relationships between items.
Two items are considered connected if they have received the “same” rating from at least one common
user.

The choice of which adjacency matrix to use depends on the specific recommendation scenario, as
described in the following two algorithms:

4.1 Algorithm RS-LFM-IU (User as Input)

As shown in Figure 2, this algorithm takes a specific user as input and generates a set of recommended
items for him. The key steps are:

1. Apply the Ego-LFM algorithm to the input user to identify the egocentric community (“wit-
nesses”).

2. Analyze the past ratings provided by the community members on various items.
3. Based on the community’s preferences, recommend items to the input user.

Figure 2: Approach1: RS-LFM-IU

The algorithm that implements RS-LFM-IU is given as follows (Algorithm2):

4.2 Algorithm RS-LFM-II (Item as Input)

The approach described in Figure 4 takes a specific item as input and generates a set of users to whom it
should be recommended. We will detail the algorithm that implements RS-LFM-II in our future work.
By leveraging the community-based approach and the rich rating data, the authors’ recommendation
system aims to provide users with more accurate and personalized suggestions, going beyond traditional
methods that may rely solely on individual user profiles or broader collaborative filtering techniques

The algorithm that implements RS-LFM-II is given as follows (Algorithm3):

5 Conclusion

In this paper, we proposed a novel community-based approach for recommendation systems. This ap-
proach’s key advantage is that it focuses the computational efforts on the users belonging to the identified
communities rather than considering the entire user profile dataset as in traditional methods.

We have chosen the LFM (Large Families Model) algorithm for communities’ detection to enable this
community-based recommendation by extending it to support the notion of “egocentric” communities
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Figure 3: Algorithm2: RS-LFM-IU implementation

Figure 4: Approach2: RS-LFM-II

centered around a specific user or item. This Ego-LFM algorithm allows for finding the relevant commu-
nity (or “witnesses”) for a given user or item and then leveraging the preferences and interests of these
community members to provide personalized recommendations.

Therefore, several future research directions can be taken to enhance the performance and capabilities
of their recommendation system, among them:

1. Implementation: The extended version of this work will consider the implementation, applica-
tion, and experimentation of the proposed approach using datasets like MovieLens and the evaluation
metrics.

2. Temporal Dynamics: As users’ tastes, interests, and preferences can change over time, the
authors propose incorporating the notion of “testimony duration” into the recommendation process.
This would involve checking the recency of a community member’s interactions with an item before
using their preferences to recommend it.

3. Weighted Ratings: Rather than just considering the rating value (e.g., number of stars)
provided by a community member, the authors suggest incorporating the frequency of their interactions
with similar items. This “weight” of a community member’s feedback could help improve the quality of
recommendations by focusing on the most engaged and relevant users.

4. Prioritized Recommendations: Instead of presenting all the recommended items, the authors
propose sorting the items based on a specific priority metric (e.g., cumulative ratings from the community)
and only displaying the top K recommendations to the user.
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Figure 5: Algorithm3: RS-LFM-II implementation

5. Cold Start Solutions: To address the challenge of providing recommendations for new users or
recently added items with limited historical data, the authors plan to explore techniques to leverage the
community-based approach to overcome the cold start problem.
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linköping university. Linköping Studies in Science and Technology, 2004.

17



[8] Pradnya V Kulkarni, Sunil Rai, and Rohini Kale. Recommender system in elearning: a survey. In
Proceeding of International Conference on Computational Science and Applications: ICCSA 2019,
pages 119–126. Springer, 2020.

[9] Lydia Kyei-Blankson, Jared Keengwe, and Esther Ntuli. Designing Equitable and Accessible Online
Learning Environments. IGI Global, 2024.

[10] Jia Li. Using distinct information channels for a hybrid web recommender system. 2004.

[11] Shiwei Li, Huifeng Guo, Xing Tang, Ruiming Tang, Lu Hou, Ruixuan Li, and Rui Zhang. Embedding
compression in recommender systems: A survey. ACM Computing Surveys, 56(5):1–21, 2024.
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Abstract

Brain Magnetic Resonance Imaging (MRI) plays a pivotal role in modern neuroscience and clin-
ical diagnosis of brain lesions. However, the inherent complexity of brain MRI arises from the
utilization of multiple techniques, each capturing distinct aspects of brain structure and function.
Existing deep learning models often struggle to effectively capture the context of the lesion and the
relationships between different parts of the brain in the image, leading to limitations in performance.
This paper introduces an overall review explain the inspiration application of self- attention mecha-
nism in transformer from natural language processing to medical imaging especially Brain MRI and
how transformer have been used to handle the limitation of existing models in capturing long-range
dependencies in the image and the transformer computation costs by integration transformer in dif-
ferent hybrid ways. Keywords: Brain lesion detection , Magnetic Resonance Imaging ,deep learning

hybrid models , CNN , Transformer , self- attention mechanism.

1 Introduction

Brain lesions are damaged or abnormal tissue in the brain, resulting from injury, disease, infection, tumor,
stroke, glioma, Multiple sclerosis, meningioma, pituitary adenoma, trauma, aneurysm, arteriovenous
malformation, etc. They affect different brain areas and cause varying symptoms. Accurate diagnosis
is crucial for prompt treatment. MRI scans use strong magnetic fields and radio waves to produce
detailed images of organs and tissues. By manipulating the timing and properties of these radio waves in
different sequences (T1, T2, FLAIR, etc.), we can highlight different tissue properties for Brain Lesions
and distinguish between various types of brain lesions. [?].

Figure 1: Different types of brain lesion using MRI imaging.

Recently, Deep learning is powerful tool allowing computers to automatically detect and classify
abnormalities in MRI scans leading to earlier diagnoses and better patient outcomes. While traditional
convolutional neural network (CNN) architectures, like DensenNet, ResNet and Unet, rely on sliding
filters to extract local features, they often struggle to capture long-range dependencies and context within
the image. This limitation can hinder performance on tasks where understanding the content of the image
is crucial. Hybrid deep learning architectures inspired by the success of visual attention mechanisms,
transformers, address this by incorporating mechanisms that promote context understanding and features
detection, allowing the network to better leverage contextual information during feature extraction.
These approaches combine the strengths of Transformer architectures with deep learning models to
improve performance and enable efficient cost computation.

Transformers, originally was developed for Natural Language Processing (NLP), and it has become an
innovative architecture for analyzing sequential data by capturing long-range dependencies. Transformers
have been adapted for various tasks beyond text-based applications which include sentiment analysis
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[28], named entity recognition [15], machine translation [16], text summarization [6], in the other hand
computer vision application as Vision Transformer (ViT) for image classification [23], DETR (DEtection
TRansformer) for Object Detection and Localization [27], Vision Transformer for Semantic Segmentation
(ViT-Seg) for Semantic Segmentation [14], Image GPT (iGPT) for Image Generation [12].

This paper presents a literature review which concerns the use of vision transformers (originally
inspired from NLP) in the field of computer vision. We describe in particular the most interesting work
using these models, with hybridizations with other deep learning models such as CNN for automatic
detection of brain lesions on MRI images and other general medical imaging.

2 Transformers from Natural Language Processing to Com-
puter Vision

In the field of Natural Language Processing (NLP), Transformers revolutionized text processing by cap-
turing long-range dependencies in sequential data. Unlike traditional Recurrent Neural Networks (RNNs)
that process information sequentially, Transformers excel at capturing long-range dependencies between
elements in a sequence by understanding the relationship between tokens (words) at the beginning and
end of a sentence. Transformers achieve this through a mechanism called ”self-attention” as their name
suggests (Attention Is All You Need [23]) which allows the model to attend to all parts of the input se-
quence simultaneously. First, the elements of the sequence present as words in a sentence. Self-attention
doesn’t process them one by one like traditional models. Instead, it considers all the elements (words)
simultaneously and calculates a score for each element (word) based on its relevance to every other ele-
ment (word) in the sentence (attention scores). After that, the Feed Forward Network (FFN) operates on
the output from self-attention to delve deeper into each element itself, not just the connections between
them. The FFN refines this understanding further by allowing the attention module output captures the
relationships.

In computer vision, and especially in medical imaging, instead of words and their meaning, self-
attention focuses on different parts (elements) of the image (which present the sequence in NLP). Self-
attention calculates a score for each part based on its similarity (relationship) to all other parts in the
sequence. The goal remains the same which is to understand how each part of the image relates to the
whole. In the field of medical imaging based on the use of self-attention mechanism, we identify two cat-
egories of transformer models: 2D Transformers and 3D Transformers. The 2D transformer use patches
(obtained after cutting of the images into small blocks). These patches become the ”elements” that
self-attention analyzes. The 2D transformer models such as SwinUnet [11] DS-TransUnet [13] are used
for segmentation tasks and achieve, respectively, an average dice score of 79.13% on Synapse multi-organ
dataset and of 89.71% on ACDC dataset, where ScribFormer [31] Cascaded MERIT [7] was inspired
by the success of both TransUnet and SwinUnet for segmentation tasks of Medical MRI imaging and
achieve higher Dice Score (DS = 0.88% and 92.32% respectively) on ACDC dataset. For classification
task, LCDEiT [26] is the most relevant model achieve an F-score of 93.43% on Brats 2021 Dataset and
97.20% on Figshare Dataset. All these models use patch-wise self-attention which are computationally
efficient, making it easier to apply Transformers to large-scale image Datasets without excessive computa-
tional costs. In contrast, 3D Transformer models as Medical transformer [22], SF²Former [10] Longformer
[9] MAT [30] SwinMM [1] ViT-Bi-LSTM [8] employ a self-attention mechanism to capture global and
local contextual information of 3D volumes where each voxel in the 3D volume attends to other voxels
within the same volume by considering the relationships between neighboring voxels as VT-Unet [20],
Longformer [9] or dividing the 3D volume smaller 2D slices, and the self-attention mechanism is applied
at the 2D slice level as Medical transformer [22] and SF²Former [45]. Each slice attends to other slices
within the volume, capturing both local and global contextual information. They achieve mean Area
Under the Curve mAUC of 0.8347 ± 0.0072 for classification task on ABIDE Dataset [19] and Dice Score
(DS = 0.8733 ± 0.0086) for brain tumor segmentation task on IXI Dataset [24]. However, the projection
of 3D objects onto a 2D plane may result in information loss and challenges in representing objects with
complex geometries or occlusions. To improve more the computational costs in self- attention, the Swin
Transformer addresses this issue by operating on smaller patches instead of individual tokens, reducing
the overall computational complexity. This patch-based processing allows for parallelization and reduces
the number of operations required for self-attention. By dividing the image into smaller patches, the
computational complexity becomes linear with respect to the number of patches rather than the overall
image size.
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3 Transformers applied to Brain lesion detection on MRI im-
ages

The recent research, applied to brain lesion detection on MRI images, shows that several hybrid ap-
proaches based on the combination of CNN and Transformer models have been developed, such as the
models TransUNet (segmentation of different type of medical images) [17], TRansBTs [17] and BiTr
Unet [2] (for brain tumor segmentation) that has reached a Dice Score (DS = 91.79%). In these models,
a CNN is used in feature-extractor mode to extract local semantic information and generate a feature
map, which is then divided into patches. The sequences are further processed by a Transformer encoder
for further refinement.

Another hybridization is based on Swin transformer models, such as Unter [21], SWIN Unter [29]
and NnFormer [3], the image data is initially processed by the swin-Transformer, which identifies and
highlights the most significant parts of the input. These tokens, representing the image features, are
then fed into the CNN decoder to decode and reconstruct the final output image. They achieve by this
architecture a DS rate of 71.1% using the model Unter [21] and of 64.35% using the model SWIN Unter
[29], on MICCAI 2015 dataset.

In other hand, the CNN and Transformer models are employed simultaneously as both encoder and
decoder components. This approach can be observed in models like ST-Unet [5] and achieve a Dice Score
(DS = 78.86 % )on Synapse multi-organ dataset. For recognition tasks multiple CNN blocks and Trans-
former layers are stacked together in MobileViT (achieved an accuracy of 96.7% in classifying Alzheimer’s
disease) [4] and LightMHS (lightweight model proposed for the segmentation of 3D hippocampus) [25] .
These models stack multiple CNN blocks and Transformer layers sequentially.

Additionally, models can be designed to handle multimodal data, MMGL (Multimodal graph learning)
and HybridCTrm are two such examples [32] [18] . These models leverage a combination of CNNs and
Transformers to extract meaningful features from each data type, and then combine these features for
improved performance on downstream tasks. Notably, HybridCTrm achieves an overall mean score of
83.47% for multimodal brain image segmentation. This model is tested on two benchmark datasets and
compared with a CNN model HyperDenseNet.

4 Discussion

This paper presents a comprehensive literature review of recent approaches utilizing transformers for
medical MRI imaging tasks. The review explores the inspiration behind the attention mechanism and its
transition from natural language processing (NLP) to medical imaging applications (particularly, brain
lesion detection) using attention mechanism on different patch-wise and voxel-wise manners.

In the field of Brain MRI analysis, hybrid models combining CNN networks and transformers have
become the dominant approach. The advancements in brain lesion detection have led to the development
of powerful based transformer models such BiTr Unet and the Swin Transformer- based models Unter
[21] SWIN Unter [29] NnFormer [3] ST-Unet [3] and SwinMM [1] by integrating a CNN as a feature
extractor with a transformer encoder, achieves state-of-the-art performance on the MICCAI datasets.

Alternatively, the processing can be reversed in a stage-wise refinement approach. Here, a ViT takes
the lead, performing high-level analysis to identify the overall structure and relationships within the
image. The ViT’s output is then passed on to another model which can be CNN, Adaptative Graph
etwork (GAN), LSTM..., to refine the results by incorporating its strength in local feature extraction
mode. This combined approach ensures both a comprehensive understanding of the image’s global
context and a detailed analysis of its finer details.

However, Self- attention-based mechanisms applied in Traditional Transformers have a quadratic
computational complexity, resulting in increased computational requirements as the input dimension
grows. The Swin Transformer based models Unter [21] SWIN Unter [29] NnFormer [3], ST-Unet [5] and
SwinMM [1] introduce a more efficient computational complexity compared to traditional Transformers,
making it a favorable choice for practical applications for brain lesion diagnosis and stands out among
hybrid transformer architectures by effectively capturing local and global features through shifted window
self-attention mechanisms.
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5 Conclusion

In conclusion, hybrid deep learning techniques have emerged as a powerful tool for brain lesion detection
and localization, demonstrating promising results in improving diagnosis, treatment planning, and mon-
itoring of different types of brain lesions. By integrating strengths from CNNs and Transformers, these
models achieve more accurate and robust detection while optimizing computational efficiency. However,
challenges remain. Future research should focus on acquiring larger and more diverse datasets, enhancing
interoperability of hybrid models, and further reducing computational costs. Addressing these challenges
will unlock the full potential of hybrid deep learning, ultimately leading to improved patient care and
outcomes.
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Abstract

In this paper our objective is to develop a new method to improve scheduling optimization in
manufacturing systems. Firstly, we started with a literature search to determine what type of system
our study will focus on. Then we studied different types of methods implemented in this area. In the
second step we proposed the implementation of a new metaheuristic which is a Multi-objective Grey
Wolf Optimizer [11] to solve the job shop scheduling problem with two classical objective functions,
Makespan Cmax and Mean flow Time MFT. Our study resulted to publish our paper titled Grey
Wolf Optimizer with Multi Step Crossover for Biobjective job shop scheduling problem[4]. After that
we propose another way to exploit this algorithm in order to improve its performance. The flowchart
and experimental results are mentioned in this paper. We are conducting an experiment based on
best solutions and execution time to demonstrate the performance of the proposed approach. The
obtained results show that the proposed method is promising.

Keywords: multi-objective optimization, manufacturing system, Metaheuristic, scheduling prob-
lem.

1 Introduction

Scheduling is a decision-making process used in many manufacturing and services industries. Job shop
scheduling problem JSSP is a well-known NP-hard problem [6]. In fact, optimizing several objectives at
the same time can lead to a solution set called non-dominated solutions in Pareto sense. Bi-objective job
shop scheduling problem BJSSP can be solved either by exact methods or by meta-heuristic approaches.
Exact methods should generate the set of non-dominated solutions, which is the Pareto front, but they
are very time consuming. Meta-heuristics have shown their advantage and efficiency in multi-objective
optimization by converging to a set of non- dominated solutions close to the Pareto front.

The JSSP have received a great attention regarding its applications in real world situations. It has
been the subject of several works such as Demming et al.[7] where the authors presented a Pareto archive
particle swarm optimization for BJSSP. The problem has been converted into a continuous problem and
the results have been compared with those of Multiobjective Particle Swarm Optimizer MOPSO and
Strength Pareto Evolutionary Algorithm SPEA 2. Majid K et al. [5] considered sequence dependent
setup times as constraint in BJSSP. Maximum tardiness is also an often considered criterion with Cmax
simultaneously. Hamed and Kuan [12] used Non Dominated Sorting Genetic Algorithm NSGA-II [2]
to have a set of quality non-dominated solutions. Suresh et al.[14] propose Pareto archived simulated
annealing PASA to minimize Cmax and MFT. Junqing et al. [8] presented a taboo search algorithm
with a neighborhood structure based on the critical path theory to minimize Cmax and the total time
spent on operations. In the same framework, Qiaofeng et al. [10] propose a hybridization of genetic
algorithms with a local search method based on taboo search and simulated annealing. The MOGWO
algorithm proposed by Mirjalili et al. [11] is mainly inspired by the hunting behavior of grey wolves.
A state of the art of the application of MOGWO in optimization problems is given in [3].Moreover,
in scheduling problems, a hybrid MOGWO algorithm is developed by Zhi Yang et al. [15] and G.M.
Komakia et al. [6] for flow shop problem. Yuesheng Luo et al. [9] developed MOGWO for Green JSSP
with Machines at Different Speeds. Zhenwei Zhu et al. [16] proposed GWO for multi- objective flexible
job shop scheduling problem with hierarchical job precedence constraints. An algorithm based on GWO
is developed by Saisumpan Sooncharoen et al. [13] to solve production scheduling for the capital goods
industry. In [4], MOGWO algorithm is developed to solve a Bi-objective job shop scheduling problem
taking into account the Cmax( F1) and MFT (F2) criteria. The objective functions are formulated as
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follows:
F1 = maxi = {Ci, i = 1, ..., n} (1)

F2 =
1

2

n∑
i=1

Ci (2)

Where n is the number of jobs to be scheduled on m machines. And Where Ci is the completion time of
the ith job.

2 Our contribution

The flowchart of proposed algorithm is presented in Figure 1 Initial population is carried out in two

Figure 1: Flowchart MOGWO with MSX

steps. Let Tmax be the number of solutions in initial population. In the first step, 50% of solutions are
randomly generated. Afterwards, a rotation operator is applied on the solutions randomly generated.
In order to encode solutions, an operation based representation is proposed. That means the search
space is composed of discontinuous decision variables. For this, the Hamming distance is introduced to
replace the Euclidean distance and the new concept of average convergence/divergence ratio is defined.
This determines the wolves movement direction to the nearest or toward the farthest leader at the next
iteration. The wolves position at the next iteration is determined by Multi step crossover MSX or multi
step mutation MSM. An axample of solutions encoding is illustrated in Figure 2, with a problem of 3
jobs and 3 machines, operations are numbred from 1 to 9. Each three consecutive numbers are associated
with a job.

Figure 2: Feasible solution

For performance improvement of the proposed algorithm, a local search method based on a Simulated
Annealing algorithm is hybridized with MOGWO. The proposed algorithm is tested on three sets of
problem instances from benchmarks from OR Library [1]. And it is compared to two algorithms PASA[14]
and Hybrid genetic algorithm HGA [09] in terms of best solutions, coverage metric C and dispersion
spread delta of non- dominated solutions on the Pareto front. The results show that the proposed
algorithm achieves a significant improvement in terms of the quality of solutions. The C metric shows
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that the non-dominated solutions generated by MOGWO are better than or equal in 55% and 94% of
test problems than those given by PASA and NSGA-II respectively. The comparison in terms of non-
dominated solutions diversity shows that the proposed MOGWO gives dispersed solutions on the Pareto
front close to those given by NSGA-II.

However, in terms of complexity, therefore the execution time, the proposed algorithm consists of
MOGWO operators which direct the search for optimal solutions, the genetic operators MSX and MSM
which explore and exploit the search spaces and finally the local search algorithm to improve the archives
of the current iteration. This structure not only increases the efficiency of the algorithm but also
its complexity, particularly with large problems. To deals with this problem we propose the second
contribution.

In this proposition we use two populations at the same time, one codes solutions in real space and the
second in discrete space which is scheduling set. Each solution in real space has corresponding solution
in discrete space. The transformation of real solutions to discrete solutions is encoding process explained
in the next paragraph. Algorithm flowchart is shown on Figure 4. The encoding process is divided on
following steps:

1. Generate random NxM values which are real solution.

2. Arrange the NxM values of real solution in descending order.

3. Record, in discrete solution, the ranks of each element according to the sorting results of the step
2.

4. Order the operations of each job to obtain a feasible solution.

This process is used to generate initial population and repeated, for all real solutions generated by
MOGWO operators, to transform them to discrete solutions on each iteration.

The encoding solution is illustrated in the following Figure 3.

Figure 3: Example of encoding solution

Let a scheduling problem of 2jobs and 3 machines, the encoding process is shown in Figure 4.
In order to evaluate performance of proposed algorithm, we execute it 30 times using some benchmarks

from OR Library [17], and then we compare its results with those mentioned in [4]. The experimental
results are shown in table 1.

3 Conclusion

In our study, we utilized the MOGWO algorithm in two distinct approaches to address the job shop
scheduling problem. Our results indicate the efficacy of this algorithm, as we employed it both in its
original form and enhanced its performance by hybridizing it with local search methods.

In our ongoing research, we aim to further enhance the algorithm’s performance for tackling the job
shop scheduling problem using other type of encoding solutions us encode base machine and using other
selection mechanism to select leaders.
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Figure 4: Flowchart of MOGWO with two populations.

Table 1: Comparison of two proposed algorithms in terms of objective functions and executing time
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Abstract

Evolutionary intelligence (EI) has advanced significantly, spreading into many fields and changing
how problems are solved. This paper gives an overview of how Genetic Algorithms (GAs), an active
research topic in EI, are used in various areas. Looking at examples from different fields, this
paper demonstrates how GAs, by leveraging their flexible and exploratory abilities, can enhance the
search for problem solutions. Furthermore, we explore how combining and/or integrating GAs into
Artificial Intelligence techniques guides them even more effectively, resulting in improved performance
to solving complex problems.

Keywords: Optimization, Complex problem solving, Evolutionary Intelligence, Genetic Algo-
rithms.

1 Introduction

Genetic Algorithms (GAs), an active field of evolutionary intelligence (EI) [16], are a class of optimization
and stochastic search algorithms. GAs in their modern form were introduced by JH. Holland in 1975 [7]
and, thanks to the sustaining efforts of his PhD students like K. De Jong [4], DE. Goldberg [6] and M.
Mitchell [13], have become one of the most abundant research-work-triggers in evolutionary intelligence.

GAs draw inspiration from the evolutionary process observed in the realm of living species, where
natural selection favors the survival of individuals that are best adapted to their environment (”survival of
the fittest”). In this process, advantageous characteristics are passed on to the next generations through
genetic heredity during reproduction, contributing to the population’s improved adaptive capabilities
over time. Hence, best adapted individuals are more likely to be selected for reproduction, and to pass
on their promising traits to their descendants.

This cycle of reproduction and transmission of advantageous characteristics leads to the emergence
of optimized solutions within the population, thus mimicking the mechanism of natural evolution.

Through this iterative process of selection, reproduction, and mutation, GAs are capable of efficiently
exploring complex solution spaces and finding satisfactory answers to various optimization problems.

GAs have recently found new applications when combined with AI algorithms, resulting in improved
optimization outcomes. In order to explore this new research trend, this paper aims to expose the main
new applications that combines GAs with AI capabilities and beyond.

The remainder of the paper will be organized as follows. In section I, we present various applications
of GAs in different areas. Then, the next section, we introduce diverse techniques for integrating GAs
with AI, emphasizing their effectiveness in enhancing the overall performance.
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Figure 1: GA flowchart.

2 Applications of Genetic Algorithms

GAs have played a pivotal role in optimization since their development, leading to their integration
into a wide range of AI applications. Their appealing way of modeling problems with chromosomes has
contributed to their widespread use across different fields. Today, genetic algorithms remain a crucial
and versatile tool in the optimization toolbox, contributing to advancements in various areas such as
robotics, game design, forecasting, prediction, computer vision, and many others.

2.1 GAs involvement in optimization

The historical purpose of genetic algorithms was the optimization of systems, a role for which they
were specifically designed. This versatility has made GAs invaluable across numerous fields, including
transport networks optimization, supply chain management, image processing, renewable energy, pattern
recognition, automotive design, and many others [1, 11].
Besides, GAs are frequently combined with various optimization techniques to enhance their effective-
ness in exploring the search space and finding high-quality solutions. One commonly utilized strategy
involves integrating GAs with local search techniques such as Hill climbing and Gradient descent. These
techniques are employed to refine the solutions obtained by GAs, ensuring that the optimization pro-
cess converges towards optimal or near-optimal solutions. Additionally, local search techniques play a
crucial role in addressing the issue of disrupting building blocks within the genetic representation of
solutions [9]. Traditional genetic operators like crossover and mutation may inadvertently break apart
advantageous structures or patterns known as building blocks. By incorporating local search techniques,
GAs can mitigate this disruption, promoting the preservation of advantageous structures throughout the
optimization process.
Furthermore, GAs can be combined with metaheuristic optimization techniques like simulated annealing
and ant colony optimization to facilitate the exploration of the search space, enhancing exploration-
exploitation balance and improving the overall efficiency of the optimization process.
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2.2 GAs involvement in machine learning

Genetic algorithms have found a valuable application in machine learning. In this context, GAs play
a crucial role in optimizing the parameters of machine learning models [18], such as neural networks
and support vector machines (SVM). By employing GAs, these models can be fine-tuned to improve
their performance in recognizing complex patterns within datasets. This optimization process involves
searching through a large space of possible parameter configurations, where GAs excel due their ability to
handle high-dimensional and nonlinear search spaces. As a result, GAs have become an effective tool for
enhancing the accuracy and efficiency of machine learning algorithms in various applications, including
pattern recognition, natural language processing and data mining.

2.3 GAs involvement in robotics

Genetic Algorithms offer an effective approach to solving a wide range of robotics problems. GAs can
optimize robot control and generate trajectories in dynamic environments considering many constraints
such as obstacle avoidance, joint limits, terrain, and energy efficiency [14].

2.4 GAs involvement in game design

Genetic Algorithms can be highly beneficial in designing games, as they enable the evolution of strategies
for game agents, ensuring character development and game balance [12]. By using GAs, game designers
can create dynamic and challenging gameplay experiences where the strategies of non-player characters
evolve over time. This approach enhances player engagement and satisfaction by providing a more im-
mersive and adaptive gaming environment. Additionally, GAs can be used to fine-tune game parameters,
such as difficulty levels or resource allocation, to create a balanced and enjoyable gaming experience.

2.5 GAs involvement in forecasting and prediction

GAs find application in forecasting or prediction tasks spanning diverse domains, including finance,
economics, weather forecasting, and stock market prediction. They are employed in conjunction with a
range of techniques such as time series analysis, statistical modeling, simulation, Monte Carlo methods,
and optimization techniques. In fact, GAs can effectively complement statistical models [19] to improve
forecasting, prediction, and optimization tasks. GAs optimize the parameters of statistical models and
aid in variable selection by identifying the subset of predictors with the most significant impact on the
outcome variable, thereby reducing model complexity. Additionally, GAs facilitate the comparison of
statistical models by evaluating each model with different assumptions and tasks, helping to determine
the most suitable model for a given prediction task.

2.6 GAs involvement in computer vision

Genetic Algorithms enjoy various applications in computer vision tasks, including feature selection,
image classification, object detection, video analysis, and image segmentation. The integration of GAs
in computer vision techniques facilitates the development of adaptive, robust, and efficient vision systems
capable of addressing a wide range of image analysis and understanding tasks. By harnessing the search
and optimization capabilities of GAs, practitioners can enhance the performance, accuracy, and reliability
of computer vision algorithms across diverse applications and domains.

2.7 GAs involvement in Simulation-Optimization frameworks

Genetic Algorithms can be integrated into hybrid simulation-optimization frameworks, where simulation
models are used to evaluate the performance of candidate solutions generated by the genetic algorithm
[10]. This integration allows for the incorporation of complex system dynamics and constraints into the
optimization process, leading to more realistic and effective solutions.

3 Techniques combining GAs and AI

In this section, we delve into the details of how GAs have been combined with AI, highlighting the
benefits of this integration in enhancing the overall performance of AI algorithms.
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3.1 Optimization of AI algorithms parameters

GAs provide a potent method for improving the effectiveness of AI algorithms, especially in optimizing
parameters such as the number of layers, neurons per layer, types of connections in neural networks
[8, 5, 18, 17], and the parameters associated to the regularization or the kernel functions in support
vector machines. GAs facilitate the evolution of neural network structures and architectures by system-
atically exploring various parameter configurations. The solution pool comprises potential combinations
of specific parameters, which are evaluated for their effectiveness, and are iteratively refined to maximize
performance. Consequently, GAs play a significant role in finetuning AI algorithms and improve their
performance.

3.2 Hybridization of GAs with machine learning

GAs can be effectively combined with various machine learning techniques, such as neural networks or
support vector machines (SVMs) [8]. One notable advantage of this hybridization is the ability to address
high-dimensional data by reducing its dimensionality while simultaneously improving performance. In
these hybrid approaches, machine learning models, such as neural networks or SVMs, play a crucial role
in guiding the search process within the GA framework. Firstly, these models assist in preprocessing tasks
by reducing the dimensionality of the input data, which is especially beneficial for large-scale datasets
with numerous features. By extracting relevant features or representations from the data, the machine
learning component helps streamline the subsequent optimization process conducted by the GA.

3.3 Fuzzy Genetic Algorithms

Fuzzy genetic algorithms merge fuzzy logic with genetic algorithms, in order to incorporate uncertain
and imprecise concepts found in many real-life problems [2, 3, 15]. By using fuzzy sets and rules,
fuzzy GAs evolve candidate solutions over generations while considering fuzzy characteristics. These
algorithms excel in optimizing fuzzy rule-based systems for tasks like control and decision-making. Their
versatility extends to domains like data mining, control systems, and pattern recognition, thanks to their
adaptability and learning capabilities.

4 Conclusion

This paper examined the integration of Genetic Algorithms with Artificial Intelligence. Through a review
of existing applications, we emphasized the significance of this combination in conducting efficient space
exploration, resulting in enhanced performance. The fusion of GAs and AI enhances problem solving by
leveraging GAs’ ability to explore vast solution spaces quickly, in contrast to other heuristic algorithms.
Furthermore, what sets GAs apart is their ease of integration within any search algorithm and their
potential for hybridization with other techniques, making them essential for advancing AI systems further.
As technology progresses, the utilization of GAs with AI presents new opportunities for problem-solving
and innovation across diverse fields.
As future research direction, we recommend to explore GA-AI combinations to deal with more complex
problems having simultaneous challenging features such as multi-objective and real-time applications.
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Abstract

The Internet of Things (IoT) has now become a key technology that can span several technology
areas, from data discovery and processing to networking and data analysis. It is used in many appli-
cations ranging from home security and factory automation to healthcare provision and autonomous
driving. Many IoT devices can connect and communicate at the same time, and this exchange of
data enables better decision-making in an increasingly complex environment. However, for some
safety-critical systems, any failure of a function can have very serious consequences. This is why we
need to adopt appropriate and effective testing techniques to detect errors and flaws in the system
design and correct them as soon as possible. The formal method is one of the crucial methods for
detecting possible weaknesses and vulnerabilities at an early stage of the design in order to verify
the correctness of the system. This article provides an overview of the use of model checking and
theorem proving to establish correctness properties on IoT systems.

Keywords: Internet of Things, formal methods, model checking, theorem proving.

1 Introduction

The Internet of Things (IoT) is a new paradigm aimed at creating connectivity for ”everything” that can
support minimal storage and processing power. This allows these connected elements to work together
anywhere, anytime and in any form within an application to cover different domains, health, transport
infrastructure, smart home, smart shopping, e-commerce, etc. Ensuring the accuracy, reliability and
the correctness of IoT systems is critical to advancing IoT projects. Sufficient verification before the
actual introduction of the IoT system is very important to discover and improve system design errors
and flaws as soon as possible. Moreover, some of these errors may cause catastrophic loss of money,
time, or even human life. To help overcoming such problems, it has been suggested to use formal
methods in the development of critical systems. Formal methods is a method using mathematic based
languages, techniques, and tools for specifying and verifying such systems. It is an important means
to improve the system safety and reliability. In fact, in various stages of development trend of formal
methods gradually integrated into the software development process, from the demand analysis, function
description (description), (Architecture / design, programming algorithm), testing and maintenance[15].
As an efficient means of pre-deployment inspection of Internet of Things systems, formal methods have
received widespread attention in recent years[25].
In this paper, we provide a survey of the application of formal methods in Internet of Things systems.
The objective of this paper is three fold:

• classify research papers according to the used formal techniques;

• gaining insight about the objective of applying formal methods on IoT through the established
properties;

• draw recommendations about a future use at the light of the surveyed papers.

The rest of this paper is organized as follows. Section 2 presents the related Work. Internet of Things
with architectures and protocols are presented in Section 3. In Section 4 the use of formal methods for
IoT is described. The conclusion and discussion is given in Section 5.

2 Related work

Several researchers endeavored to analyse the application of formal methods for Internet of Things sys-
tems. In [11], the authors reviewed researches about the formal verification of IoT protocols. The authors
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distinguished the main objectives for the formal verification: functional checks, security properties and
gave suggestions for enhanced schemes and implementation checks of protocols.”

In [6], the authors presented tools used in formal verification for distributed systems. These tools:
Isabelle/HOL, Coq, Verdi, and TLA+, are compared in terms of functionality, interface, and application.
The authors gave some recommendations of use according to the aim of formalisation. In [12], the authors
proposes to formalize things information in three theories: graphs, sets, and abstract expressions. The
description is related to things information in several situations such as coded by UID, stored in RFID.
In [20], the authors studied the use of formal verification in IoT from an application point of view.
The survey considered model checking , process algebraic, and automated theorem proving in different
application areas such as monitoring, health, and protocols. The survey find out that security issues
are the most studied issue with model checking. Existing surveys helped us in the assimilation of
formal methods and techniques in the context of IoT, but there is an evident lack in response to the
increasing need to establish formal correctness using theorem proving with regard to model checking. Our
survey complements the existing surveys by bringing new points to the discussion about the established
properties using theorem proving.

3 Internet of Things in Critical Applications

In recent years, several definitions of the Internet of Things have appeared. The ITU (International
Telecommunication Union) defines IoT as:” a global infrastructure for the information society that en-
ables advanced services by interconnecting objects (physical or virtual) through existing or evolving
interoperable information and communication technologies”. This section details the concept of IoT
through its architecture, protocols, and applications.

3.1 IoT Architecture

Due to the fast development of IoT, it became essential to have a reference architecture that could stan-
dardize system design and facilitate communication and interoperability between different IoT ecosystems
[18]. IoT architecture design involves many factors such as networking, communication, processes, etc.
Scalability, extensibility, and interoperability amongst devices must all be taken into consideration while
creating the IoT architecture. Due to the fact that things can move and need to interact with others
in real time, the IoT architecture should be adaptive to make devices interact with others dynamically
and support communication between them. In addition, the IoT should possess the decentralized and
heterogeneous nature[7]. There is no single consensus on which IoT architecture is universally adopted.
Different architectures have been proposed by different researchers[3]. The layered architecture of the
Internet of Things is illustrated as assumed by the ITU-T (International Telecommunication Union -
Telecommunications Standardization Sector) and is composed of four layers( Figure ?? ).

1. Sensor Layer (Device Layer/ Perception Layer) : It consists of data sensors in various forms
such as RFID tags, IR sensors or other sensor networks that could detect temperature, humidity,
speed and location, etc. This layer collects useful information from objects from related sensors
and converts the information into digital signals that are then transmitted to the network layer for
further action[5].

2. Network Layer This layer is responsible for the reliable transmission of data generated in the
perception layer as well as the assurance of connected inter-object connectivity and between smart
objects and other Internet hosts. On the other hand, a massive volume of data will be produced
by these tiny sensors, which requires a robust and efficient wired or wireless network infrastructure
as a means of transport[16].

3. Service and Middleware Layer This layer receives data from the Network layer. Its pur-
pose is service management and data storage. It also processes information and makes decisions
automatically based on the results and passes the output to the next layer[13].

4. Application Layer This layer provides the different types of services requestd by the customer
that depends on his specific use case adopted. For example, if the smart home is the use case, the
customer may request specific parameters such as heating, ventilation and air conditioning (HVAC)
measurements or temperature and humidity values[13].

35



3.2 IOT Applications domains

The potential applications of IoT are numerous reaching every area of the daily lives of individuals,
businesses and society as a whole. This section provides an overview of the main application areas of
IoT.

• Smart Cities A Smart City is a city that monitors and integrates the conditions of all critical
infrastructure including road bridges, tunnels, rail/metro, airports, seaports, even large buildings,
etc. Structural health, Digital video surveillance, fire management, intelligent and weather-adaptive
lighting are examples of smart cities applications.

• Smart Health The IoT plays an important role in the health sector, putting in place new tech-
nologies not only in hospitals, but also in the workplace and at your fingertips, whether to keep
track of medical records, monitor vital signs or treat remotely. There are some IoT technologies in
this field[16] : Patient monitoring, medical refrigerators control, pharmaceuticals monitoring, and
chronic disease management systems.

• Smart industry The Industrial Internet of Things (IIoT) or the factory of the future is the fourth
industrial revolution or Industry 4.0 (started in Germany, 2010). It is basically characterized by
intelligent automation and integration of new technologies in factories such as sensors and smart
tools in general allow collecting more data about the manufacturing process to check compliance
and optimize production in real time[14].

• Smart Agriculture The automation of agricultural events is moving the agricultural sector from
a static and manual situation to a dynamic and intelligent automation, to facilitate farmer’s tasks,
such as the irrigation, fertilizer application and others, resulting in improved production with
reduced human efforts. Some of the objectives of IoT usage in this sector include: Control of the
microclimatic conditions to maximize the production of fruits and vegetables and their quality,
control humidity and temperature levels to prevent microbial contaminants, and identification of
animals grazing in open pastures.

• Smart energy The IoT allows the countless devices that make up the electricity grid to share
information in real time to improve the efficiency of energy distribution and management, such as
[16] : monitoring and analysis of wind turbine and power plant energy flows, and AC-DC power
control, and monitoring and optimisation of solar power plant performance.

4 Formal methods and internet of Things

In complex systems, it is very important to ensure that there are no dangerous or unexpected behaviors.
Therefore, errors need to be identified early in the system lifecycle. In such cases, formal methods
have proven to be the most appropriate technique to ensure and guarantee the absence of bugs and
defects[9]. A formal method is a mathematically-based technique and formal logic used in computer
science to describe properties of hardware and/or software systems. A method is formal if it has a
sound mathematical basis, typically given by a formal specification language[22]. This basis provides the
means of precisely defining notions like consistency and completeness and, more relevantly, specification,
implementation, and correctness. It provides the means of proving that a specification is realizable,
proving that a system has been implemented correctly, and proving properties of a system without
necessarily running it to determine its behavior[23]. In fact, there are several formal languages and
techniques that allow different types of properties to be inspected at different levels of the development
process.

4.1 Formal verification

Formal Verification is a promising method to provide security guarantees by mathematically ascertaining
the correctness of designs using a diverse set of mathematical and logical methods. These methods are
particularly useful in order to get quantitative statements about safety and security properties of digital
systems[11]. There are two major state of the art approaches to formal verification: theorem proving
and model checking.
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1. Model checking Model checking is an automated approach to verify that a model of a finite
state system satisfies a formal specification of requirements to the system. In this approach the
models describe how the state of the system may evolve over time, and the requirements are some
constraints on how the state of the system is allowed to evolve over time. Tools that automatically
perform model checking are called model checkers[10]. In other way, the user specifies the system
through a set of states connected by a set of transitions. Then, an algorithm is executed to
enumerate the possible execution states of the system. This algorithm verifies if the model satisfies
the different properties[9]. Among the model checking tools, we mention: SPIN, DIVINE, PAT, and
UPPAAL. Now, we describe some related work in current literature. In [25], the authors proposes a
hierarchical formal modeling approach for IoT systems that focuses on user behavior and improves
pre-deployment correctness checking and reliability analysis. The hierarchical modeling of the
three-layer architecture of the IoT system perception layer, middle layer, and application layer has
been completed, and the model verification tool PAT was used to analyze and verify the model
from aspects such as security, accessibility, and system consistency.

In [19], the authors proposed a formal verification of interoperability in IoT systems. The proposal
answers the question about consistency of IoT solutions in terms of interoperability. The system is
formalized in terms of web services concepts. The authors used TLA+ specification and the TLA
Checker to establish the interoperability property. In [24], the authors proposed a probabilistic
model checking approach for run-time verification of industrial IoT. The approach combines sensor
level and data-driven models to establish the property of quantified trustworthiness of sensors
through the study of several types of sensor data faults. The framework is evaluated using a CNC
turn-mill machine with the PRISM tool.

2. Theorem proving

Theorem proving is a technique by which both the system and its desired properties are expressed
as formulas in some mathematical logic. This logic is given by a formal system, which defines a
set of axioms and a set of inference rules. Theorem proving is the process of finding a proof of
a property from the axioms of the system. Steps in the proof appeal to the axioms and rules,
and possibly derived definitions and intermediate lemmas. Theorem provers are increasingly being
used today in the mechanical verification of safety-critical properties of hardware and software
designs[2]. Examples of some notable proof checkers are MetaMath and Mizar. Examples of some
notable interactive theorem provers are the PVS, Isabelle/ HOL, ACL2 and Coq. The rest of this
part, we outline a few related works in the current literature.

In [17] The authors define a formal model of real-time networks, in the field of embedded networks,
based on the NC theory (computational network) a method of analysis of temporal properties based
on the algebra of min-plus dioids. And for that, they formalized the proofs related to the network
calculation in Coq to ensure guaranteed delays in embedded real-time networks. In this article [8],
the authors propose a formal approach for the validation and certification of smart city systems by
formalizing them as cyber-physical systems. These have been formalized as finite state machines
and interpreted and formally verified by the Coq proof assistant. this article show that the Coq
proof assistant plays an essential role in software validation in the smart cities domain. In this work
[1], The authors present the IoT Conflict Checker (IoTC2) as a formal method to ensure the safe
behavior of controllers and actuators in IoT systems. The study includes the definition of security
policies, their implementation in Prolog for logical completeness, the implementation of detection
policies in the Matlab Simulink environment, creating an intelligent home environment in Simulink
to demonstrate conflict and test scaling, efficiency and accuracy in a simulated environment. In
[21] the authors proposed a refinement-based approach for modeling IoT design patterns, which
takes advantage of formal methods by the specification of design pattern models with the Event-B
method. They checked the design correctness and verify properties of IoT design patterns using
the model checking to check the correctness of the behavior of the pattern and absence of deadlocks
with ProB tool and theorem proving to ensure the consistency of an Event-B pattern model with
the Rodin platform. Finally, they illustrated their approach with a case study in healthcare domain.

At the end of this section, we have classified the articles already mentioned according to the formal
method used, the tool and the properties checked (Table 1). This classification provides a clear vision of
existing approaches from 2016 to 2020 to formally refine and verify IoT systems against a set of criteria.
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Years Approach Formal
method

Tools Verified prop-
erties

2016 [4] Theorem
Proving

HOL Evaluate the cov-
erage properties

2018 [8] Theorem
Proving

The proof assis-
tant CoQ

System propri-
eties

2018 [19] Model check-
ing

TLA Checker interoperability
property

2019 [17] Theorem
Proving

The proof assis-
tant CoQ

Temporal proper-
ties

2019 [1] Theorem
Proving

Prolog tool Security policies
properties

2020 [25] Model check-
ing

PAT tool Security, Acces-
sibility ,Consis-
tency

2020 [24] Model check-
ing

PRISM tool quantified trust-
worthiness prop-
erty

2023 [21] Model check-
ing/ Theorem
proving

Rodin/ProB Structural consis-
tency, behavioral
features, absence
of deadlocks.

Table 1: Classification of pertinent works about IoT systems formal verification

5 Conclusion

The Internet of Things (IoT) has become an important part of our lives. However, the increasing
complexity of IoT systems makes it essential to ensure their reliability and correctness. Formal methods
have emerged as a powerful tool for verifying the correctness of these systems. In this paper, we have
presented a survey of the use of formal methods, specifically model checking and theorem proving, in IoT
systems. We have classified the research papers according to the formal techniques used and discussed
the objectives of applying these methods. Our survey has shown that formal methods can significantly
improve the safety and reliability of IoT systems. We recommend that formal methods be used in the
early stages of IoT system design to identify errors and to ensure their correctness. Finally, we believe
that this paper will stimulate further research in the use of formal methods in the development of IoT
systems.
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Abstract

In recent years, the deployment of unmanned aerial networks has experienced a significant growth,
UAVs have shown a remarkable efficiency in their military missions which led to their expansion in
other civilian fields. Unfortunately, such an advancement brings many consequences with it, many
constraints and challenges inhibit UAV networks progression, most importantly the cyber-attacks.
Recently cyber security researchers have shown interest in designing security mechanisms, intrusion
detection and cyber defense systems conceived to fit these networks. This paper presents a literature
review about some works leveraging Artificial Intelligence (AI) techniques to face the different cyber
security attacks and vulnerabilities targeting UAVs.

Keywords: FANETs, UAV, Cyber-security, artificial intelligence, intrusion detection system .

1 Introduction

Unmanned aerial vehicles (UAVs), or drones, are aircraft that fly without a pilot onboard. They are
either remotely operated through a ground control station (GCS) or autonomously navigate using
pre-programmed flight paths.
In other hand, Flying Ad Hoc Networks(FANETs) frequently cited in literature under various terms
such as UAV clusters, UAV groups, UAV swarms and Fleet of drones are a set of two or more UAV
nodes, characterized by the decentralized architecture of Ad Hoc networks where UAV nodes acts as
Routers and Hosts at the same time. They interconnect wirelessly through the FANET, creating a
highly dynamic topology, where network routes are constantly changing.
Unmanned aerial vehicles come in various sizes, speeds, computational capabilities, and battery ca-
pacities, depending on their intended application, they are pervasive in various domains including
military such as tactical operations [1] , Border surveillance, Search and rescue [2], additionally to
civilian fields namely Delivery and Logistics[3], Agriculture[4] and Environmental Monitoring. How-
ever, their intrinsic vulnerabilities and susceptibility to security threats pose significant challenges
to maintaining the integrity, confidentiality, and availability [5] of sensitive information transmitted
within these networks.
In response to these challenges, there is a growing interest in harnessing the power of Artificial In-
telligence techniques to bolster cybersecurity in FANETs. AI, encompassing machine learning, deep
learning, and other cognitive computing approaches, offers a transformative approach to detecting,
analyzing, and mitigating security threats within dynamic and decentralized network environments.
The objective of this study is to offer a comprehensive overview of existing research efforts aimed at
countering various cybersecurity threats targeting UAVs through the application of Artificial Intelli-
gence (AI) techniques. Additionally, we indicated our proposed direction to contribute to the security
enhancement of UAV networks through the utilization of AI-driven approaches. The remainder of
this paper is organized as follows; in section 2 we reviewed the existing literature on the subject.
then we discussed the challenges and the lacks still encountered in section 3. finally, we concluded
this work by outlining our future directions in section 4.

2 Literature analysis

Various studies in the literature have extensively discussed the most challenging security threats
related to UAVs and have proposed numerous detection and mitigation techniques leveraging artificial
intelligence algorithms.

In [6], Authors proposed a lightweight module against Global Positioning System (GPS) Spoof-
ing attack integrated within UAVs, their approach consists of modeling the detection process as a
Bayesian Network with pearl’s message-passing algorithm. Different variables namely the new re-
ceived GPS Information, the current GPS Information and neighbor’s GPS Information represent
the main factors that affect the final decision whether a new received signal is threatening or not.
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The designed model was trained using SatGrid: G22 and SatGRID: S7 Datasets and the performance
metrics used for validation were Precision, Recall, and False Positive Rate (FPR). Authors claimed
that their solution exhibits 96.2

A hierarchical detection and response system combining rules-based detection and anomaly detec-
tion techniques was proposed by [7], to enhance the security of UAV networks, this work is designed
for opportunistic networks composed of a fleet of UAVs conducting exploration missions and assisted
by a set of ground stations in case of disasters. The authors defined a series of rules and thresh-
olds running at every node referred to as UDAs to detect various attacks, including GPS spoofing,
jamming, false information dissemination, gray hole and black hole attacks. These thresholds are
updated frequently using an Support Vector Machine (SVM) algorithm running on base stations.

In [8], the authors investigated the detection of one of the stealthiest jamming attacks in UAV as-
sisted wireless communications which is reactive short period jamming attack (RSPJ), the advantage
of their solution lies in its effectiveness and performance even though the absence of prior knowledge
about signal and channel characteristics (DataSet),The solution design starts by processing the signal
received as a sequence of logarithmic received energy, which will then be clustered as either jammed
or unjammed signal using Hidden Markov Model (HMM).

Authors of [9], have provided a survey about cybersecurity attacks and defenses for unmanned
aerial systems, The authors summarized a systematic approach of threat assessment models that
concern Unmanned aerial systems. moreover, they partitioned the attacks against UAVs into four
categories as follows, network communications attacks, software attacks, payload attacks and machine
learning attacks.in further, they offered valuable references describing the most common attacks and
vulnerabilities threatening UAVs at each category mentioned above, along with an examination of
the potential damages they may inflict. On the other hand, they explored the existing security
countermeasures tailored to these threats, conducting an in-depth analysis of their strengths and
weaknesses.

A Q-learning two-layer cooperative intrusion detection system(Q-TCID) was introduced in [10],
the authors designed an intelligent voting Q-learning algorithm running at host level, it interacts with
the network environment and cooperates with other nodes. Q-TCID launches voting sessions every
T interval of time using Q-learning techniques in order to enhance the voting results of malicious
nodes detection. As a supplementary security layer, an additional intelligent auditing Q-learning
algorithm is implemented at software level to assess host level voting results. This approach aims to
achieve a high detection rate that prolongs the Mean Time to Failure (MTTF) of the IoD network as
much as possible alongside with reduction of energy consumption, effectively the simulation results
showed a higher accuracy rate and less energy consumption compared to other studies.

In [11], a security framework has been developed within a smart farming environment assisted
by UAVs that gather data from sensors deployed in farms, and offload it at fog sites. The authors
designed an hyperparameter optimization-based intrusion detection system, where multiple machine
learning and clustering models were stacked across many tiers of their solution. The purpose of this
approach is to increase the intrusion detection accuracy while simultaneously reducing the classifi-
cation errors for known and zero-days attacks. effectively, this framework was evaluated in terms of
accuracy, precision, recall and other metrics, and it outperformed other existing solutions, further-
more it showed optimization in energy consumption and computational overhead.

In [12], Authors designed an Intrusion detection system based on open-set recognition and an
active learning approach within a centralized UAV network. They trained their Intrusion Detection
System (IDS) on CTU and CICIDS2017 datasets to detect and classify known attacks, while on
the other hand, they selected the most informative observations of unknown attacks to create novel
attacks classes, hence they are used to retrain the IDS for future detections. This solution is mainly
based on Convolutional Neural Network (CNN) algorithm, it was designed to classify (N+1) different
attack models, where N is the number of known attacks and 1 represents a single unknown attack
class. Subsequently, the OpenMax layer is used instead of SoftMax layer because it offers more
calibrated and informative predictions, particularly when dealing with unknown attack samples.
The results showed that the IDS proposed has a better accuracy and F-measures values of unknown
attacks detection compared to other methods.

In [13], the authors designed a secure system dedicated to IoD networks. It consists of an in-
trusion detection system based on blockchain and radial basis function neural networks called BIIR.
The proposed system obliges every drone to register in a Safety Authority (SA) by following Zero
Knowldge Proof (ZKP) process in order to access the network, consequently the SA grants new
identification to drones successfully registered. Furthermore, Drone-to-Drone (D2D) and Drone-to-
Everything (D2X) communications are validated using blockchain, the latter guarantee the privacy
and the immutability of data exchanged between drones and keeps illegal nodes out of the net-
work. Subsequently, an IDS based on reinforcement learning method and Radial vasis function
neural network (RBFNN) as an agent was developed, while pre-trained data was imported using
Transfer learning to reduce network training time. Consequently, the results demonstrated that this
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Study Threat Algorithm Dataset Evaluation Metrics
[6] GPS Spoofing attack Bayesian Network SatGrid : G22 &

G7
Precision, Recall,
FPR,Accuracy

[7] jamming false
information-
dissemination gray
hole black hole

Support Vector
Machine

No Dataset re-
quired

Detection rate FPR
Efficiency Commu-
nications overhead

[8] reactive short period
jamming attack

Hidden Markov
Model

No Dataset re-
quired

Detection proba-
bility False alarm
probability

[10] Nodes Misbehavior Q-learning No Dataset re-
quired

mean time to
failure energy con-
sumption Accuracy

[11] Denial of service Spoof-
ing attacks Jamming at-
tacks

XGBoost random
forest decision
tree extra tree k
-means

Local data accuracy precision
recall and other
metrics

[12] Multiple Known and
Unknown attacks

convolutional
neural network

CTU CI-
CIDS2017

accuracy F-
measures

[13] DDOS BOT Port Scan reinforcement
learning Transfer
learning

NSL-KDD
UNSW-NB15
AWD CI-
CIDS2017 CI-
CDOS2019

Accuracy Precision
recall F1

Table 1: Summary of reviewed papers

solution outperformed other methods in terms of various metrics when tested with different datasets.

3 Conclusion and future direction

In conclusion, this paper has explored the various security threats faced by UAV networks. We have
reviewed existing literature on UAV security challenges and discussed the importance of developing
robust detection and mitigation techniques to counter such threats. Moving forward, our future
research direction will focus on addressing the specific challenges of GPS spoofing attacks in UAV
networks. We propose to develop a novel detection system leveraging machine learning. Additionally,
we aim to design effective mitigation strategies to prevent or mitigate the impact of GPS spoofing
attacks on UAV operations.
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Abstract

The Internet of Things (IoT) is rapidly expanding, connecting a variety of smart devices. However,
this also exposes IoT systems to potential threats and attacks. To ensure the security of IoT networks,
artificial intelligence (AI) plays a crucial role, including machine learning and deep learning. These
techniques enable the detection of attacks by analyzing large amounts of data generated by IoT
devices, thereby identifying abnormal patterns. Specific datasets such as NSL-KDD and CICIDS2018
are used to train and test the models. In the last few years, the Transformer, a model based on
attention and self-learning mechanisms, shows a remarkable performance in several fields. In this
work, we propose a novel approach that integrates the Transformer to extract abundant features,
and the well-established machine learning classifier Support Vector Machine (SVM) to develop an
attack detection system. The experimental results, based on evaluations conducted on two distinct
datasets, show that the proposed method effectively increases the accuracy of attack detection in
comparison to classic machine learning algorithms.

Keywords: Machine Learning, SVM ,NSL-KDD, CICIDS2018, self-attention, intrusion detec-
tion.

1 Introduction

The proliferation of interconnected devices in Internet of Things (IoT) networks has led to the formation
of Smart Distributed IoT (SDIoT) networks, presenting both opportunities and security challenges.
The complexity of SDIoT networks, characterized by diverse devices and dynamic connections, creates
a fertile ground for malicious attacks. Detecting these attacks in real-time is crucial for maintaining
network integrity.

To address this challenge, researchers are exploring advanced techniques such as transformer-based
models and Support Vector Machine (SVM) algorithms. Our research aims to optimize attack detection
in SDIoT networks by combining the strengths of transformer models, which capture complex depen-
dencies in network traffic, with the precision of SVM in establishing decision boundaries between attack
classes.

In this article, we detail our proposed approach, highlighting implementation steps and anticipated
benefits. We also present experimental outcomes and comparisons with existing detection methods. By
enhancing SDIoT network security, we contribute to the development of more effective cybersecurity
solutions.

2 Related Works

In this study, several machine learning algorithms were analysed for intrusion analysis, including Support
Vector Machine (SVM), k-nearest neighbors (KNN), Linear Regression (LR), Naive Bayes (NB), Random
Forest (RF), and Decision Tree. SVM is suitable for both linear and non-linear data and utilizes a radial
basis kernel function to handle non-linear data. KNN is a supervised classifier that uses Euclidean
distance and a user-defined K value to classify data into different classes. LR calculates the probability
of a target variable based on predictive analysis and describes the relationship between dependent and
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independent variables. NB, specifically Gaussian NB, was chosen for its performance with numeric
data, classifying records independently based on Bayes’ theorem. DT creates a tree-like structure to solve
classification problems, while RF considers the output of multiple decision trees to classify data, selecting
significant attributes from a random set for improved classification. These machine learning techniques
were applied to classify data in the study, enabling the accurate detection of network intrusions. In our
research, we conducted experimental analysis to compare machine learning techniques on two datasets.
Table 1 and 2 depict the performance metrics (Accuracy, Precision and Recall) for each machine learning
algorithm applied to the respective datasets.

Table 1: Result on CICIDS2018 dataset
Method Accuracy Precision Recall

LR 0.99 0.99 1.0
SVM 0.97 0.85 0.99
DT 0.94 0.88 1.0
RF 0.95 1.0 0.94
NB 0.99 0.83 0.94
KNN 0.99 0.98 0.93

Table 2: Result on NSL-KDD dataset
Method Accuracy Precision Recall

LR 0.99 0.96 0.96
SVM 0.76 0.67 0.88
DT 0.85 0.95 0.70
RF 0.97 0.88 0.73
NB 0.70 0.64 0.99
KNN 0.92 0.87 0.86

3 Background

3.1 Transformers

The Transformer model, introduced by Vaswani et al. in 2017, revolutionized natural language pro-
cessing and artificial intelligence with its attention-based architecture. Unlike previous models relying
on RNNs or convolutions, the Transformer efficiently captures long-term dependencies and relationships
in sequences, thanks to attention mechanisms. By focusing on relevant elements, it achieves superior
performance in tasks like machine translation. Widely adopted across various domains, the Transformer
has set new benchmarks in AI, showcasing its prowess in sequence modeling and driving advancements
in the field [6].

The core idea of the Transformer is to preserve the interdependence of words (tokens) in a sequence by
utilizing the attention mechanism at the heart of its architecture. This concept of attention measures the
relationship between two elements from two sequences. In the context of Natural Language Processing
(NLP), the attention mechanism allows information to be conveyed to the model so that it focuses its
attention on the right words in sequence A when processing a word from sequence B. Self-attention is the
same attention mechanism, but applied to a single sequence. In the Transformer model, three essential
components facilitate attention mechanisms:

• Key: Represents a transformed version of an input element, encoding relevant information used
to calculate attention weights.

• Value: Also a transformed version of the input element, containing additional information aiding
in weighting during the attention process.

• Query: Represents the current context to be encoded, crucial for determining the significance of
each element in the current context by calculating attention weights.
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These key, value, and query vectors are fundamental to the Transformer’s attention mechanism, enabling
it to capture relationships and dependencies between elements in sequences, making it a powerful tool
in natural language processing and various other tasks.

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1)

where Q indicates the Query vector, K represents the Key vector, V denotes the Value vector, and
dk is the dimension of key vector.

The calculation of the attention coefficient is performed using the formula above, where the three
vectors are multiplied by the embedding of the input sequence. To simplify, in a search engine context,
Q would represent the search query, K could be seen as the features (text, images, etc.) associated with
the most relevant results, and V can be viewed as those results. The attention weights are divided by√
dk. to stabilize gradients during training, and then passed through a softmax function to normalize

the weights, effectively selecting the values to retain [6].

3.2 The SVM classifier

The SVM, also known as Support Vector Machine, is one of the most commonly used algorithms in
supervised learning, primarily for classification. Its primary goal is to find the best hyperplane to separate
data into multiple classes, thereby facilitating the classification of new data points. The extreme points
play a crucial role in constructing this hyperplane and are referred to as support vectors.

In theory, SVMs are more effective when the number of features is relatively low compared to the
dataset’s size. They work well with small to medium-sized datasets and can handle complex feature
spaces.

In our study, we combine the advantages of transformers, which capture short and long-term data
interdependencies, with the promising features of SVMs. This combination is expected to enhance
performance, since the quality of the feature vector is crucial for a good classifier. Transformers provide
a new representation rich in underlying features that reflect problem-solving logic and hidden data
structures.

4 Datasets

4.1 NSL-KDD dataset

The statistical analysis showed that there are important issues in the data set which highly affects the
performance of the systems, and results in a very poor estimation of anomaly detection approaches. To
solve these issues, a new data set as, NSL-KDD [4] is proposed, which consists of selected records of the
complete KDD data set. The advantage of NSL KDD dataset are :

1. No redundant records in the train set, so the classifier will not produce any biased result

2. No duplicate record in the test set, which have better reduction rates.

3. The number of selected records from each difficult level group is inversely proportional to the
percentage of records in the original KDD data set.

The training dataset consists of 21 different attack types out of the 37 present in the test dataset.
The attack types in the training dataset are considered ”known” attacks, while the attack types in the
test dataset that are not present in the training dataset are referred to as ”novel” attacks. These novel
attacks represent new, previously unseen attack types during training.

The attack types are grouped into four categories:

• DoS (Denial of Service) (Land, Neptune, Pod, Smurf, Teardrop, Apache2, Udpstorm, Processtable,
Worm)

• Probe (Satan, Ipsweep, Nmap, Portsweep, Mscan, Saint)

• U2R (User to Root) (Buffer Overflow, Loadmodule, Rootkit, Perl, Sqlattack, Xterm, Ps)

• R2L (Remote to Local) (Guess Password, Ftp write, Imap, Phf, Multihop, Warezmaster, Warez-
client, Spy, Xlock, Xsnoop, Snmpguess, Snmpgetattack, Httptunnel, Sendmail, Named)
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These categories represent the major attack types provided by the authors in both the training and
testing datasets.

4.2 CICIDS2018 dataset

The CICIDS2018 dataset provides a wide range of usable attack profiles in the field of smart security
applied to network topologies and protocols in a generic approach. This dataset has been improved while
considering the standards of CSE-CIC IDS2017. CSE-CIC IDS2018 is a currently utilized public dataset
that comprises 2 categorized profiles and consists of 5 different attack methods. Various data scenarios
were collected, and raw data was edited on a daily basis. 80 statistical properties such as packet length,
packet count, byte count, etc., were separately calculated for both the forward and backward directions
during data creation.

Ultimately, the dataset has been made publicly available on the internet for all researchers. The
dataset is provided in two formats: CSV and PCAP, containing approximately 5 million records. The
CSV format is primarily used in the field of artificial intelligence, while the PCAP format is used for
extracting new features [3].

The attack types are grouped into categories: Force brute (SSH-Bruteforce, FTP-BruteForce Robot
Réseau de zombies) Attaque DOS (DoS - Hulk, DoS - Test HTTP lent, DoS - Slowloris, DoS - GoldenEye)
Attaque DDoS ( DDOS - HOIC, DDOS - LOIC-UDP, DDOS - LOIC-HTTP) Attaque Web (Force Brute
- XSS, Force Brute –Web, Injection SQL).

4.3 Preprocessing

Preprocessing is an essential step in which symbolic or non-numeric attributes are replaced or removed.
To reduce the computational intricacy of the model and simultaneously boost its accuracy, in the current
work, four feature subsets presented in Table I were taken into consideration. These feature subsets
included one-hot encoding for categorical attributes, ensuring that only relevant attributes were used
to train/test the model. This approach not only significantly reduced training time but also enhanced
the model’s performance. Thus, preprocessing of data is imperative for dimensional reduction, thereby
minimizing the overhead of processing the data.

5 Proposed method

This research aims to develop a precise classification model for network traffic instances as normal or
intrusive by combining a transformer-based neural network with an SVM classifier. The NSL-KDD and
CSE-CIC-IDS2018 datasets, consisting of N traffic instances, are used, with each instance represented as
a d-dimensional attribute vector, denoted as X. The Transformer model, formulated as a function f(X),
extracts features using multi-head attention mechanisms, normalization, and dense layers. The extracted
features, denoted as h, are then used as input for the SVM classifier, which predicts the class of each
traffic instance. Performance is evaluated through k-fold cross-validation, calculating metrics such as
accuracy, loss, and confusion matrices.

5.1 Architecture

This description outlines the architecture of a classification model that relies on a Transformer and a
Support Vector Machine (SVM) classifier.

Input Data: Input data represents the information or features on which the model will perform
classification. They are typically structured as tensors or matrices, depending on the type of data being
used.

Transformer: The Transformer is the central component of the model’s architecture. It consists
of multiple stacked Transformer layers. Each Transformer layer uses multi-head attention mechanisms
to capture relationships and dependencies among different parts of the input data. These mechanisms
enable the model to learn rich and hierarchical representations of the data, taking into account complex
interactions among elements.

Transformer Layer Components: Each Transformer layer includes the following elements:

1. Multi-Head Attention: Allows the model to make comparisons and attention calculations among
different parts of the input data to focus on the most important parts.
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Figure 1: Overall framework of the proposed method.

2. Layer Normalization: This layer normalizes the outputs of multi-head attention to improve
training stability. Dense Layer: Applied after layer normalization to introduce non-linearity and
perform more complex transformations of data representations.

3. Dense Layer Applied after layer normalization to introduce non-linearity and perform more com-
plex transformations of data representations. The Dense Layer often includes the Rectified Linear
Unit (ReLU) activation function, which adds non-linearity to the transformation.

4. Dropout: Used as a regularization technique to reduce overfitting by randomly deactivating some
neurons in the dense layer during training. By stacking multiple Transformer layers, the model can
learn increasingly abstract and complex representations of the input data, leveraging relationships
at different scales.

5. Output Layer

The Output Layer of the Transformer takes the representations learned by the preceding layers and
produces the final output of the model. Depending on the task, this layer may include different
activation functions (e.g., softmax for classification).

Feature Vectors: After the Transformer layers, feature vectors are extracted using a flattening
layer. This operation transforms the output tensors of the Transformer layers into a 2D representation
where each input example is represented by a feature vector.

SVM Classifier: The extracted feature vectors are used as input for an SVM classifier (Support
Vector Machine). This classifier learns to separate different classes optimally in the feature space by
constructing a hyperplane that maximizes the margin between examples from different classes. When a
new example is presented, the SVM classifier projects it into the feature space and classifies it based on
its position relative to the learned hyperplane.

By combining the powerful feature extraction capabilities of the Transformer with the precise classifi-
cation abilities of the SVM, this architecture enables the model to learn to represent data in an expressive
manner and achieve accurate classification based on the extracted features.

6 Experimental results

Our hybrid approach provides an innovative solution to enhance the security of IoT systems by accurately
and reliably detecting potential attacks. The results obtained on NSL-KDD and CICIDS2018 are shown
in table 3 and 4, respectively.

The results of this comparative study underscore the exceptional performance of our Transformer-
SVM model in detecting attacks on the NSL-KDD and CICIDS2018 datasets. This accomplishment
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Table 3: Obtained scores on NSL-KDD
Classifier Accuracy

Our 0.97
RF [4] 0.71
SVM [4] 0.93
LR [1] 0.86

Table 4: Obtained scores on CICIDS2018
Classifier Accurarcy

Our 0.98
RF [4] 0.94
SVM [2] 0.89
LR [5] 0.94

highlights the Transformer’s capability to capture intricate relationships within heterogeneous IoT net-
work data, while the SVM classifier enhances reliability in attack detection. These findings advocate for
further exploration of this methodology in other domains of cybersecurity and pave the way for future
research aimed at bolstering defenses against attacks in IoT networks. In conclusion, our study makes
a significant contribution to advancing IoT system security and presents promising avenues for more
effective and resilient solutions in the realm of cybersecurity.

7 Conclusion

In this work, we proposed a novel technique that leverages the capabilities of both transformer models
and SVM. The proposed model showed its ability to effectively capture complex relationships within
heterogeneous IoT network data, outperforming traditional models through attention and self-learning
mechanisms. This resulted in improved detection accuracy and a notable reduction in false positives
and false negatives. Compared to previous approaches, the Transformer excelled in identifying intricate
abnormal patterns, enhancing precision in attack detection. The integration with the SVM classifier
further boost the detection capabilities, leveraging the effective classification capabilities thanks to SVM.
In our future works, we intend to evaluate the proposed method in practice on some real life tasks, with
a focus on reducing the complexity of the model.
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Abstract

Visible Light Communication (VLC) emerges as a promising frontier in contemporary wireless
communication. VLC boasts notable advantages, including abundant spectrum resources, immunity
to electromagnetic interference, and robust security measures. However, VLC systems grapple with
challenges inherent across various system components. The potential of Artificial Intelligence (AI)
in mitigating nonlinear effects has garnered attention for its inherent adaptability to diverse transfer
functions, thereby potentially catalyzing advancements in VLC research. This paper delineates the
fundamental components of VLC systems, delves into AI applications within VLC, examines recent
research on optimization methods, Machine Learning (ML), and Deep Learning (DL) applications,
and discusses the challenges and prospects associated with this rapidly growing wireless transmission
technique.

Keywords: Visible Light Communication, Artificial Intelligence, Machine Learning, Deep Learn-
ing, Optimization Methods.

1 Introduction

In recent years, interest in Visible Light Communication (VLC) technology has grown significantly.
The reason behind this growing fascination is the large license-free bandwidth it offers, all within the
unregulated optical spectrum. VLC emerges as a technology that can be seen as an alternative or
complementary to traditional radio communications [17]. This technology finds application in various
environment scenarios such as localization [6, 12], home networking systems [28], and communication
in places where radio frequency (RF) radiation is prohibited such as hospitals and aircraft cabins [27].
Built upon Light-Emitting Diodes (LEDs), known for their sustainability and energy efficiency [1], this
technology offers dual functionality. LEDs serve not only as illuminators but also as transmitters,
enabling data transmission while providing illumination.

Artificial intelligence methods have demonstrated successful applications in prediction, classification,
and optimization problems [5], among others. Firstly, these methods offer useful algorithms to address
non-linearity issues in optical communication, including parameter estimation from noise, determination
of complex mapping relationships between input and output signals, inference of probability distribu-
tions of received signals, and estimation of output values based on input samples [5, 29]. Secondly,
machine learning (ML) and deep learning (DL) algorithms can be employed to monitor communication
performance. For instance, neural networks and the K-means algorithm can aid in estimating various
channel impairments and efficiently managing optical networks [13]. Furthermore, ML algorithms such
as support vector machine (SVM) and K-means can accurately identify modulation formats and bit rates
[23]. ML and DL algorithms have the capability to model the relationship between inputs and outputs
using samples and labels, without requiring a detailed analysis of the complex relationships between
individual features. Therefore, they represent promising tools for enhancing transmission performance
in VLC systems.

Moreover, optimization methods tackle NP-Hard problems linked with Visible Light Communication
challenges, like optimizing LED placement to maximize coverage and ensure uniform illumination across
the intended area. By defining coverage objectives and constraints, optimization algorithms can ascertain
the optimal placement and orientation of LEDs to attain the desired coverage levels [4, 3].

In this paper, we first explain the principles and mechanisms of VLC systems in Section II. Section III
provides an overview of the challenges and applications of VLC. In Section IV, we explore the potential
of AI methods in VLC. Finally, we conclude with our insights on the topic.
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2 THE PRINCIPLE AND THE MECHANISM OF VLC SYS-
TEM

The VLC system is comprised of two distinct components, each serving a specific function. These
components include the VLC transmitter and the VLC receiver [23].

Figure 1: Transmitter(LED) and Receiver(photo-diodes) of VLC System

• The VLC transmitter: The digital signal processing procedures encompass various stages, com-
prising encoding binary data for transmission, modulating signals, applying pre-equalization when
necessary, up-converting signals, and ultimately producing the digital signal ready for transmission
to the transmitter circuit. Typically, VLC transmitters utilize Light Emitting Diodes (LEDs) as
the light source. LEDs are favored for VLC applications owing to their rapid switching speed,
efficiency, and suitability for digital modulation methods.

• The VLC receiver:: Receivers play a pivotal role in capturing light and converting it into elec-
trical signals. Typically, VLC systems employ photodiodes as receivers [26]. However, photodiodes
exhibit high sensitivity and can detect light waves outside the visible spectrum, such as ultraviolet
and infrared. They are also prone to saturation, especially in external environments exposed to
sunlight, leading to potential data reception issues due to interference. To address these challenges,
alternative components can be utilized for light capture. For instance, smartphone cameras can
serve as receivers, enabling any mobile device to receive data transmitted by a VLC transmitter.
Moreover, LEDs themselves possess photo-sensing properties and can be employed as receivers.

3 Applications and Challenges of VLC

VLC offers a broad spectrum of applications, spanning from fast Internet connectivity via LED bulbs
to communication across planets. These applications cover a wide array of scenarios, introducing novel
dimensions to what is conventionally understood as ubiquitous and pervasive computing. In the subse-
quent section, we explore the potentials of Visible Light Communication, emphasizing its applications in
indoor, outdoor, and underwater environments, each presenting distinct features and obstacles [23].

3.1 Indoor

Indoor VLC integration into the Internet of Things (IoT) ecosystem is on the rise. Incorporating VLC
transmitters and receivers into IoT devices like sensors, smart appliances, and wearable enables seamless
data communication and control, fostering interconnected indoor environments. Notably, Indoor VLC
offers inherent security advantages due to the limited reach of light propagation. In contrast to radio
frequency signals that can breach walls and be illicitly intercepted, VLC signals typically stay confined
within room boundaries, enhancing data transmission privacy and security.[16].
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3.1.1 Applications

VLC serves as a communication conduit for IoT devices, linking sensors, actuators, and smart ap-
pliances across smart homes, buildings, and industrial settings. In healthcare, VLC can bolster various
applications including patient monitoring, asset tracking, and inter-device communication within medical
equipment. Similarly, in educational settings, VLC fosters interactive learning by enabling instantaneous
communication among students, educators, and digital learning materials.

3.2 Outdoor

Outdoor VLC applications encompass the utilization of street lamps for data transmission and vehicle-
to-vehicle (VTV) communication. When employing street lamps for data broadcasting, similar principles
to indoor VLC channel modeling apply, though the impact of reflected signal components is diminished
in outdoor environments due to greater distances. In VTV VLC applications, vehicle lights (brakes and
headlights) or traffic lights serve as data transmitters, with high-speed cameras employed as receivers
[14]. Nonetheless, there currently exists no theoretical channel model for vehicular VLC applications,
considering factors such as vehicle speed and atmospheric conditions like rain, snow, and fog. Moreover,
outdoor applications are susceptible to significant shot noise during daylight hours. Consequently, the
reliability of such links under varying atmospheric conditions and times of day remains an important
area for ongoing research.

3.2.1 Applications

Outdoor VLC is integral to the advancement of smart city initiatives, facilitating data communication,
sensor connectivity, and intelligent infrastructure management. Its applications span a range of areas,
encompassing smart lighting systems, environmental monitoring, public safety, traffic management, and
smart parking solutions. VLC enables seamless communication between vehicles and various infrastruc-
ture elements like traffic lights and road signs, thereby bolstering road safety, optimizing traffic flow, and
bolstering emerging applications in connected and autonomous vehicles [23].

3.3 Underwater

Underwater communications find utility across various domains, including oil and gas exploration, re-
motely operated vehicles (ROVs), and facilitating communication among divers. However, water presents
distinct challenges compared to traditional wired and wireless communications in the atmosphere. For
instance, radio frequency signals experience rapid fading underwater and are largely unsuitable for most
underwater applications. Therefore, underwater communication necessitates sophisticated devices to
achieve relatively low transmission rates, even over short distances [25].

3.4 Challenges

In this section, we outline and deliberate upon the primary challenges encountered in VLC commu-
nications, spanning from light-related concerns like flickering, dimming, line of sight limitations, and
interference, to broader wireless communication challenges that must be tackled to ensure optimal per-
formance, such as up-link and mobility issues. Additionally, we examine existing strategies proposed to
surmount these challenges and highlight unresolved matters.

3.4.1 Line of Sight (LOS)

In indoor VLC systems, it’s typically assumed that the user maintains a direct line of sight with the light
source. However, in numerous indoor settings, illumination is deliberately directed through reflection
or refraction, often obscured by lamp shades or covers and oriented toward walls or other surfaces.
These lighting configurations, which hinder direct visibility of the light source from indoor positions, can
significantly influence communication quality and user experience [23].

3.4.2 Flickering

Flickering poses a significant obstacle to VLC, characterized by fluctuations in light brightness discernible
to humans. This issue is commonly tackled in implementations of indoor VLC systems, like those found
in offices or supermarkets. Depending on the modulation method of light waves, oscillations may become
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visible to the human eye, potentially leading to discomfort and health concerns. Consequently, there’s
a necessity to modulate the waves to ensure their frequencies surpass the threshold at which they are
perceptible to humans [31].

3.4.3 Noise and interference

In WiFi networks, devices transmitting on the same frequency can disrupt each other. When light
serves as the communication medium, natural light becomes an interference source, particularly affecting
VLC, especially outdoors. Alongside natural light, artificial lights can also disrupt communication,
potentially overwhelming the receiver. Another interference factor at the receiver is the multi-path issue.
Unlike wired communication, where signal propagation is mostly confined to the wire, in Visible Light
Communication, the signal can propagate through the environment toward the LED lamps, involving
refraction and reflection.

3.4.4 Up-link

A practical VLC communication system should support both up-link and down-link transmissions. LED
light bulbs can fulfill both roles, functioning as VLC transmitters and light sources. For reception, a
basic photo-diode can capture modulated light, which is then decoded. Hence, down-link transmission,
from LED lights to devices, is straightforward. However, transmitting data from devices to LED light
bulbs poses greater challenges.

3.4.5 Dimming

In a VLC system employing LED lamps, the power of the communication signal correlates directly
with the intensity of light emitted. Consequently, theoretically, lower light intensities result in reduced
communication range and data transmission rates. Dimming, which adjusts the perceived brightness of
the light source based on user preferences, plays a crucial role in many settings. Dimming is often a
vital feature, offering advantages such as enhanced comfort and energy efficiency by creating pleasant
environments [30].

3.4.6 Mobility

To ensure the widespread adoption of Visible Light Communication as a technology, mechanisms are
necessary to guarantee uninterrupted, high-speed connections within the system’s coverage area. This
entails the receiver’s ability to detect light signals from the transmitter across any location within a
room, necessitating a wider emission angle at the transmitter and a broader Field Of View (FOV)
at the receiver. However, these adjustments may lead to increased interference from refracted waves.
Notably, Visible Light Communication diverges significantly from radio-frequency systems in terms of
signal propagation, relying heavily on Line of Sight (LOS) transmission and the relative orientation of
the receiver to the transmitter. Consequently, the Signal-to-Noise Ratio (SNR) of the light can vary
considerably as the receiver moves, even within the coverage area of the light. [7].

4 Prospects of AI methods in VLC

In this section, we will demonstrate how Artificial Intelligence can play a significant role in tackling the
challenges encountered in Visible Light Communication technology.

4.1 Machine Learning and Deep Learning in VLC

Machine Learning (ML) and deep learning (DL) constitute an interdisciplinary domain integrating statis-
tics, probability, optimization theory, and algorithm complexity theory. The application of ML and DL
in VLC can be classified into the following four categories.

4.1.1 Nonlinear mitigation

In recent years, artificial neural networks (ANNs) have gained widespread adoption in VLC systems to
alleviate nonlinear signal distortion. By utilizing a segment of the transmitted signal as a reference, ANNs
can effectively grasp the system’s characteristics through their robust nonlinear mapping capabilities,
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thus mitigating nonlinear signal distortion. Studies referenced from [10, 8, 18] underscore the efficacy
of deep learning methodologies, such as deep neural networks (DNNs), in faster-than-Nyquist VLC
systems, Gaussian kernel-based DNNs (GK-DNN), and long short-term memory (LSTM) networks in
phase-amplitude modulation (PAM) based VLC systems. These findings underscore the superiority of
deep learning techniques in nonlinear compensation.

4.1.2 Jitter compensation

In VLC systems, signal distortion can arise from system jitter, potentially leading to misinterpretation
of the signal when traditional decision strategies are employed. Authors in references [19, 22, 35] uti-
lize the 2-dimensional density-based spatial clustering of applications with noise (2D-DBSCAN) and
3D-DBSCAN algorithms to blindly equalize PAM and quadrature amplitude modulation (QAM) sig-
nals. This method adeptly mitigates false decisions stemming from signal jitter, thereby substantially
enhancing system performance.

4.1.3 Modulation format identification

Non-linearity within VLC systems results in a mismatch of constellation points, which can lead to
misinterpretation of the received signal. In references [20, 21], authors introduce the Cluster Algorithm
of Perception Decisions (CAPD), employing K-means clustering to enhance VLC system performance.
Likewise, in reference [33], the author employs the Gaussian Mixture Model (GMM) to reconstruct the
decision boundary for signals, effectively reducing misinterpretations arising from constellation mismatch.

4.1.4 Phase estimation

Within VLC systems, non-linearity induces phase deviation in the received signal. Employing ML
algorithms such as SVM, K-means [32], and GMM [34], enables effective compensation for the nonlinear
degradation induced by phase deviation in VLC systems.

4.2 Optimization methods in VLC

Optimization methods are vital for improving the performance, reliability, and efficiency of VLC systems.
We introduce some examples where optimization methods are commonly applied in VLC.

4.2.1 Power Allocation

Power allocation in VLC systems involves determining the best distribution of power among various light
sources or channels within the system. This allocation is vital for optimizing the overall performance,
reliability, and efficiency of the VLC system while adhering to specific requirements and constraints. In
this context, the authors in [2] introduced meta-heuristic optimization algorithms to compute the power
allocation coefficients for users.

4.2.2 Signal to noise ratio (SNR)

In VLC systems, the signal-to-noise ratio (SNR) signifies the relationship between the power of the
transmitted signal and the ambient noise within the communication channel. This metric serves as a
fundamental gauge for evaluating communication quality in VLC systems. A higher SNR denotes a more
robust signal compared to the noise. In this context, the authors in [24] introduced a hybrid optimization
algorithm designed to maximize both the SNR and received signal strength (RSS).

4.2.3 Connectivity and quality

Optimization techniques can enhance node placement algorithms to strategically deploy VLC transmit-
ters, receivers, and relays, thereby maximizing coverage, connectivity, throughput, and communication
quality in VLC networks. In this context, researchers in [9] utilized PSO (Particle Swarm Optimization),
VLP-IACS (Cuckoo Search Algorithm) [11] and WOA (Whale Optimization Algorithm) [15] to address
the connectivity and quality challenges, taking into account the average outage area rate and SNR.

Finally, we proposed an indoor VLC system model, simulating an empty conference room with
dimensions of 10 m × 10 m × 3 m as shown in Fig 2. The room is equipped with multiple LEDs (L) which
act as access points, and multiple receiving users (U) that are randomly distributed within the room.
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Additionally, we introduced a novel algorithm called ECHIO (Enhanced Chaos-based Herd Immunity
Optimizer), which incorporates the concept of chaotic maps and the Opposition-Based Learning (OBL)
mechanism. This algorithm aims to tackle connectivity and quality challenges, while considering metrics
such as throughput and user coverage. [3].

Figure 2: Indoor VLC Room Model

5 Conclusion

Visible Light Communication (VLC) stands as a promising technology offering numerous advantages,
including high-speed data transmission, security, and immunity to electromagnetic interference. How-
ever, several challenges persist, notably the line-of-sight requirement, scalability issues, and interference
from ambient light sources. To address these challenges, researchers have increasingly turned to machine
learning, deep learning and optimization techniques. AI methods, such as artificial neural networks
(ANNs) and clustering algorithms, have been employed to mitigate nonlinear distortion, compensate for
system jitter, and enhance decision-making processes in VLC systems. Optimization methods have also
been utilized to optimize system parameters and improve overall performance. Despite these advance-
ments, several challenges remain unresolved. For instance, achieving seamless handover and mobility
management in VLC-enabled environments, particularly for vehicular applications, remains a challenge.
Additionally, the impact of atmospheric conditions on outdoor VLC performance requires further inves-
tigation.
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Abstract

Colorectal cancer ranks second in terms of the number of cancer-related deaths worldwide and
third in terms of the frequency of cancer cases, making up 10% of all cancer cases. Numerous
reported cases constitute an increasing global public health challenge. In order to reduce ColoRectal
Cancer (CRC) morbidity and death in the future, it is imperative to raise awareness about CRC
to encourage healthy lifestyle choices, innovative CRC management techniques, and the adoption of
global screening programs. Early detection can greatly boost the survival percentage; several medical
imaging tools are available to aid in the diagnosing process. Generally, colorectal polyps are benign
tumors that can turn into CRC and their early detection based on medical imaging is very complex
even for experienced Doctor, this is why it is necessary to develop innovative detection techniques
using computer vision. This paper presents a review of some approaches proposed in the literature
for automatic detection, localization , segmentation and classification of colorectal polyps.

Keywords: Colorectal cancer, AI, Deep learning, Polyp detection, Polyp Localization, Polyp
Classification.

1 Introduction

After breast and lung cancer, ColoRectal Cancer (CRC) was the third most prevalent cancer in 2020 in
terms of new cases (1. 93 million cases) and the second-leading cause of death in the world (916 000
deaths). Cancer claims the lives of millions of people each year[27, 28] . CRCs are usually developed
from precursors, such as adenomatous polyps with a rather slow rate of progression, and sessile serrated
lesions. The risk factors include smoking, eating red or processed meat, drinking, living a sedentary
lifestyle, being overweight, and having hereditary illnesses. However, less than 5% of colon cancer cases
are linked to hereditary issues. An accurate diagnosis of a CRC can be made using biopsy-proven tissues
found during a colonoscopy. A CRC frequently changes from a benign polyp to a malignant one [19].
Colorectal polyps are benign tumors that can turn into CRC and their early detection based on medical
imaging is very complex even for experienced Doctor, this is why it is necessary to develop innovative
detection techniques using computer vision. This paper presents a review of different approaches proposed
in the literature for automatic detection, classification, localization and segmentation of colorectal polyps.
This review paper is organized as follow: In the second section we will describe the polyp types , the
different colorectal cancer screening techniques and the tow categories of existed computer-aided systems
and their tasks. The third section presents the different datasets used in the literature to learn a deep
learning based model for the classification or segmentation of polyps. Finally, the section four is reserved
for related works, presenting the different approaches developed for colon cancer diagnosis using Deep
Learning (DL).

2 Polyp types, colorectal cancer screening and computer aided
systems

Polyps (show Figure 1) grow in two different shapes: sessile polyps are more common and harder to detect,
they lie flat against the surface of the colon’s lining, pendunculated polyps are mushroom-like tissue
growths that attach to surface of the colon’s mucous membrane by a long thin stalk. The Gastrointestinal
Endoscopy researchers have classified polyps into two main types :

• Non-neoplastic polyps: This type of polyp can appear in any part of the colon, with a diameter
less than 1 cm, it does not cause complications because it is considered non-cancerous, periodic
examinations are recommended in this case.

• Neoplastic polyps: This type is recognized as an important precursor of the majority of colorectal
cancers, depending on the villous tissues, and pathological classification.
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Figure 1: Polyps examples

The screening programs are crucial in greatly enhancing the survival rate, because they assist patients
in starting treatments even before these symptoms manifest. Several tests available for colorectal cancer
screening can detect precancerous polyps and can lead to cancer prevention and/or detect cancers at an
early, more treatable stage:

• Colonoscopy: allows a clinician to see the lining of the entire colon, including the rectum.

• Sigmoidoscopy: rarely used, allows a clinician to directly view the lower part of the colon.

• CT colonography: Computed Tomography Colonography (CTC, sometimes called ”Virtual Colonoscopy”)
is a test that uses a CT scanner to take images of the entire colon. These images are two- and
three-dimensional and are reconstructed to allow a radiologist to determine if polyps or cancers are
present. The major advantages of CTC are that it does not require sedation, it is noninvasive, the
entire bowel can be examined, and abnormal areas can be detected about as well as with traditional
(optical) colonoscopy.

• Wireless Capsule Endoscopy: Known as capsule endoscopy, it’s a technique that uses a pill camera
to take images of the intestinal lumen.

In addition, computer aid system is used, there are two categories:

• CADe: Computer-Aided Detection systems geared for the location of lesions in medical images, it
aims to decrease the rate of missed polyps during colonoscopy and ultimately increase the perfor-
mance of the endoscopists.

• CADx: Computer-Aided Diagnosis systems perform the characterization of the lesions, for example,
the distinction between benign and malignant tumors, it has the real-time interpretation of the
polyp optical diagnosis, potentially able to reduce the rate of unnecessary polypectomies of non-
neoplastic lesions.

3 Datasets used

The following available datasets can be used by computer aided system to learn DL models for the
detection or localization of colorectal polyps during colonoscopy:

1. CVC-EndoSceneStill [25] is a manually segmented dataset that combines and enhances the two
CVC-ColonDB and CVC-ClinicDB datasets. It has 912 images from 44 video clips of 36 patients.
A binary mask for the lumen, specular lights, polyp, and vacant areas is included in the annotations.
Additionally, the owners provide separation into training, validation, and test sets.

2. CVC-VideoClinicDB[2, 6] assembles 18 video clips that demonstrate a polyp. Annotations in this
instance are binary masks that display ellipses that roughly represent the polyp area. Out of a
total of 10.924 frames, 9.221 polyp frames are annotated in this manner.

3. ETIS-Larib [13, 10] offers 44 distinct polyps in 196 White Light (WL) images from 34 sequences.
The specified ground truth consists of manually annotated binary masks.

4. ASU-Mayo Clinic [24] gives binary masks for 18 additional test videos and 20 annotated videos for
which there is no ground truth. WL and Narrow Band Imaging are present in the frames (NBI).
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5. Kvasir-SEG [11] gives 1.000 polyp images, a carefully delimited binary mask together with the
accompanying bounding boxes in a JSON file. Additionally, it is a portion of the HyperKvasir
gastrointestinal endoscopy dataset [4].

6. PICCOLO WL and NBI (Narrow Band Imaging) colonoscopic dataset [22] consists of 3.433 polyp
frames from 76 lesions on 40 patients make up this dataset. It is further segmented into training,
validation, and test sets to ensure patient independence. Additionally, the lesions’ sizes, Paris
and NICE (NBI International Colorectal Endoscopic) classifications, and histological diagnoses are
provided in this dataset’s clinical metadata.

7. The Colonoscopic dataset proposed by Mesejo et al. [14] is composed of 15 serrated adenomas, 21
hyperplastic lesions, and 40 adenomas, all have WL and NBI videos available.

Designation Type Download Link
CVC-EndoSceneStill[25] Public https://pages.cvc.uab.es/CVC-

Colon/index.php/databases/cvc-endoscenestill/
CVC-VideoClinicDB[2, 6] Public http://mv.cvc.uab.es/projects/colon-qa/cvccolondb
ASU-Mayo Clinic Public https://polyp.grand-challenge.org/AsuMayo/
ETIS-Larib[13, 10] Public https://polyp.grand-chall enge.org/EtisLarib/
Kvasir-SEG[11] Public https://datasets.simula.no/kvasir-seg/download
PICCOLO WL and NBI (Nar-
row Band Imaging) colonoscopic
dataset[22]

Public https://www.biobancovasco.bioef.eus/en/Sample-and-
data-catalog/Databases/PD178-PICCOLO-EN.html

The Colonoscopic dataset pro-
posed by Mesejo et al.[14]

Public https://www.depeca.uah.es/colonoscopydataset/

Table 1: Most used datasets

4 Related works

In literature, the CRC related works can be organized into three categories: polyp detection/ localization,
segmentation and classification.

4.1 Polyp detection and localization

The models dedicated to this task, aims to detect and locate a polyp are the trigger event for CRC
diagnosis. Therefore, this is directly related to improving the ADR (Adenoma Detection Rate), as DL
models will help endoscopists to ensure that no lesions are missed during the colonoscopy procedure that
would eventually develop CRC. So, these DL methods have a highly important clinical implication and
the eventual increment of the ADR, will lead to a reduction of interval CRC and its associated mortality.
In this regard, subtle lesions are prone to be missed even for trained endoscopists, so CADe systems
would play an important role. In this regard, a YOLOv3 CADe system, which reached a sensitivity
comparable to experts and better than physicians in training, was examined by Guo et al. [9] using 50
short videos of one or two polyps with a mean size of 3.5 ± 1.5 mm. This fact highlights the usefulness of
AI and DL for small, subtle lesions that even highly skilled endoscopists might overlook. After analyzing
five randomized studies, Barua et al.[1] observed in their review that while the number of big adenomas
(¿5 mm) remained constant, the number of tiny adenomas (5 mm) identified during colonoscopy helped
by AI methods was higher than without AI assistance. Conversely, Sanchez-Peralta et al. [19], focusing
on the technical aspects of the methods used for DL, thoroughly examined the state of the art and
discovered 26 papers pertaining to localization and detection. They discovered that while both end-to-
end and hybrid approaches are present the usage of end-to-end approaches is on the rise. In the same
way, Nogueira Rodŕıguez et al. [15] included 21 works for detection and localization in conventional
colonoscopy, identifying those able to detect multiple polyps in real time. Pacal et al. [16] examined
35 studies using a variety of imaging modalities. However, the majority of the articles included in the
evaluations focused on still frames from the datasets, either public or private. So, they concluded that
it is not possible to take advantage of the temporal coherence of a polyp’s presence in a movie.
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4.2 Polyp segmentation

After a polyp’s presence in a certain frame has been determined, it may be helpful to identify the
area that is thought to be a lesion in order to help with its removal if needed. If this is done, it’s
also important to consider a safety margin. Consequently, segmentation techniques ought to be used
for this task in order to pinpoint the polyp’s exact outline. A precise polyp segmentation will help
endoscopists evaluate the resection margins. So, it’s critical to remove the lesion entirely, making sure to
eliminate any traces that can spread or develop into CRC. Comparable to the methods for localization
and detection, segmentation models have also been reviewed in two works [20, 31]. Data augmentation
is one of the most often used techniques for polyp segmentation [20, 29], though the most advantageous
transformations are not universally agreed upon and are primarily chosen through trial and error and
the experience of the searcher. This is demonstrated by a study [23] that examined the effects of various
transformations on two publicly accessible datasets and found that, although polyp segmentation using
CVC-EndoSceneStill benefits from pixel-based transformations like brightness and contrast adjustments,
image-based transformations—particularly rotation and shear—are advised if Kvasir-SEG is used. In
any case, it is crucial to note that improved performance is not always the result of including more intense
data augmentation[21]. The most popular methodology is the combination of end-to-end and semantic
segmentation models [3], which indicates that the work is completed in its entirety. Consequently, it is
recommended to adopt encoder-decoder designs. The decoder retrieves the spatial information that was
lost during the preceding processing while the encoder converts the input image into a feature vector
that captures the context information. These encoder-decoder architectures can be specifically built for
polyp segmentation, or they can be based on off-the-shelf networks. Furthermore, overlap measures are
typically considered. The Jaccard index, sometimes called the Intersection over Union (IoU), or the
Dice index are commonly employed; however, it is also preferable to incorporate additional distance
metrics that are appropriate for tiny segments, including the Hausdorff or Mahalanobis distances[19].
The metrics listed in the polyp detection section may also be applied, provided that they are computed
at the pixel-level. This is because semantic segmentation may also be thought of as pixel-level detection,
where each pixel is labeled as either belonging to the polyp class or not. Since the polyp area is typically
considerably smaller than the background class, it is vital to stress that in this circumstance, metrics
involving true negatives, like the specificity, may get high values even when the polyp is poorly or not
detected at all due to the unbalanced situation.

4.3 Polyp Classification

The third task called polyp characterisation or ”optical biopsy” or ”optical diagnosis,” which provides
a clinical diagnosis instantaneously without requiring the removal of the lesion and sending the sample
for histological examination, is made possible by classification methods [26]. In this approach, time and
expenses can be decreased without sacrificing patient safety by avoiding excising lesions that have the
potential to become malignant. Real-time, in-situ correct diagnosis would be beneficial for the ”diagnose
and leave behind” strategy, provided that the techniques exceed the 90% minimum value for the Negative
Predictive Value (NPV) that the American Society for Gastrointestinal Endoscopy has suggested [8].In
this section, we refer to the process of identifying the type of lesion once it has been found, while polyp
detection can also be viewed as a classification between healthy tissue and lesion. Reviews [29, 31]
consistently reported much fewer works for colonoscopy WL images-based polyp classification, which
may be because most publicly available datasets lack clinical information. The current state of affairs
impedes the broader advancement of CADx systems across the scientific community and highlights the
necessity of collaborative efforts to generate these kinds of datasets. Furthermore, the utilization of other
imaging modalities for polyp characterization, such as NBI, confocal endo-microscopy, or magnification
chromo endoscope, is another reason for this lack of techniques [30, 7]. Due to the fact that in a clinical
setting, WL is typically used for lesion detection and, if available, NBI imaging is switched to for diagnosis
because it highlights patterns that are helpful for diagnosis, these classification methods may therefore
use any of the various approaches for classifying colorectal lesions, but they typically rely on NBI images
rather than WL images [11]. For instance, Patino-Barrientos et al. [17] classified polyps in accordance
with the Kudo’s pit pattern schema by using a pretrained VGG model as a feature extractor. Their
method beat conventional procedures where features are manually retrieved, and they attained 83%
accuracy and F1-score. Rodriguez-Diaz et al. [18] used a new scale to categorize previously segmented
lesions into non-neoplastic (such as hyperplastic polyps and polypoid seeming normal colonic mucosa)
and neoplastic (such as tubular adenomas, tubule villous adenomas, and adenocarcinomas). Although
the NPV in this instance was 0.91, the model can only be used with near-focus NBI polyp images. More
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recently, Jinet al. [12] went one step farther and overlaid a heat map indicating the probability within
the image to provide an interpretable explanation to the optical diagnostic. Although it would be more
convenient to establish a diagnosis per polyp, Byrne et al. [5] trained a CNN to classify NBI frames into
type 1 and 2 of the NICE classification, achieving an accuracy of 94% in 106 diminutive polyps. Metrics
for polyp classification are typically calculated at the frame level.

5 Conclusion

Colonoscopy is a reference technique in screening programs that are used for early detection of precursor
lesions, and it helps to reduce the death rate caused by CRC that is known by its high value in the
worldwide compared to other types of cancers. This review underscores the critical role of artificial in-
telligence in detection and segmentation of colorectal polyps, the crucial precursors of colorectal cancer.
Promising results in identifying and classifying polyps have been observed through the application of
deep learning models and classification methods. Reducing the mortality rate from colorectal cancer
requires the application of early detection of precursor lesions. This review also presents various exist-
ing screening techniques, polyp types, and the importance of accurate diagnosis in improving patient
outcomes. Overall, the research highlighted in this paper demonstrates the potential of AI in enhancing
survival rates for individuals at risk of colorectal cancer. Forther advancements in AI technology hold
great promise for improving the detection and localization of colorectal polyps, ultimately leading to
better patient care and outcomes.
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Andraka, Raquel Bilbao, Ben Glover, Clara L. Saratxaga, and F. Manuel Sánchez-Margallo. Piccolo
white-light and narrow-band imaging colonoscopic dataset: A performance comparative of models
and datasets. Applied Sciences, 10(23):8501, 2020.

[23] Luisa F. Sánchez-Peralta, Artzai Picón, Francisco M. Sánchez-Margallo, and J. Blas Pagador. Un-
ravelling the effect of data augmentation transformations in polyp segmentation. International
Journal of Computer Assisted Radiology and Surgery, 15(12):1975–1988, December 2020.

[24] Nassir Tajbakhsh, Sanjiv R. Gurudu, and Jianming Liang. Automated polyp detection in
colonoscopy videos using shape and context information. IEEE Transactions on Medical Imaging,
35(2):630–644, February 2016.

[25] David Vázquez, Jorge Bernal, F. Javier Sánchez, Gloria Fernández-Esparrach, Antonio M. López,
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and Gabor Fichtinger, editors, Medical Image Computing and Computer Assisted Intervention –
MICCAI 2018, pages 620–628, Cham, 2018. Springer International Publishing.

[31] Ruikai Zhang, Yali Zheng, Carmen C.Y. Poon, Dinggang Shen, and James Y.W. Lau. Polyp de-
tection during colonoscopy using a regression-based convolutional neural network with a tracker.
Pattern Recognition, 83:209–219, 2018.

64



Artificial-Intelligence-enhanced solving methods for

the Vehicle Routing Problem
Souad Abdoune and Menouar Boulif

LIMOSE laboratory
Department of Computer Science, M’hamed Bouguerra University Boumerdes, Algeria

s.abdoune@univ-boumerdes.dz, boumen7@gmail.com

Abstract

The Vehicle Routing Problem (VRP) is among the most challenging NP-hard problems, that
attracted the attention of the supply-chain research community.Consequently, numerous extensive
research efforts have been undertaken in the last decades to develop resolution approaches to solve
it. AI approaches such as machine learning and evolutionary algorithms offer promising methods
to enhance solution quality and reduce time complexity during VRP resolution. In this paper,
we provide an overview of recent VRP works with a particular focus on those employing artificial
intelligence approaches.

Keywords: Vehicle Routing Problem, Solving methods, Artificial Intelligence, Machine Learn-
ing, Deep Learning.

1 Introduction

The Vehicle Routing Problem (VRP) emerged as a generalization of the Travelling Salesman Problem
(TSP) [10], which was first conceptualized in 1959 by Dantzig and Ramser [5]. Originally devised to
optimize the delivery of oil demands to a network of gas stations from a central terminal while minimizing
travel distance [10], VRP has since evolved into a cornerstone problem within the field of operational
research for logistics management.

VRP represents a fundamental challenge in efficiently managing transportation routes for fleets of
vehicles tasked with serving a diverse set of customers across different geographical locations from a
central depot. This optimization task is compounded by a myriad of constraints, including time windows,
periodicity constraints, vehicle capacity limitations, and considerations pertaining to the number and
locations of depots. The overarching objective of VRP is to optimize one or more factors, such as
minimizing travel time, distance and cost, while concurrently maximizing customer satisfaction and
resource utilization.

To resolve the complexities inherent in VRP and achieve optimal or good solutions, diverse resolution
methods have been developed. These methods encompass both exact and approximate algorithms.

Recent research in the field of VRP has increasingly emphasized hybrid algorithms, combining mul-
tiple resolution methods to efficiently enhance solution quality. Our paper concentrates on those that
leverage Artificial Intelligence (AI) tools. These approaches aim to optimize VRP solutions by integrat-
ing AI techniques, such as machine learning and evolutionary algorithms, promising superior solutions
with reduced computational burden.

The rest of this paper is structured as follows: Section 2 gives a comprehensive overview of the Vehicle
Routing Problem, delineating its foundational principles. The next section elucidates several resolution
methods employed in solving VRP. Subsequently, Section 4 delineates AI-based techniques for addressing
VRP. Finally, we provide a conclusion in the last section.

2 VRP background

The Vehicle Routing Problem is a classical optimization challenge with widespread applications across
various industries. In its standard form, VRP involves determining the most efficient manner for a fleet
of homogeneous vehicles to service a set of customers situated at various locations from a single depot
[4], while adhering to the following constraints [44, 49]:

� Each vehicle’s route must commence and conclude at the depot, which itself requires no service.
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� Each customer must be visited exactly once and by only one vehicle.

� The total demand along each route must not exceed the capacity of the corresponding vehicle.

VRP is a complex combinatorial optimization problem within the domain of transportation logistics. It
represents a combination of two well known NP-hard problems [21]:

� The Travelling Salesman Problem: determination of the optimal routes that visit all customers
precisely once while minimizing the travelling distance [42].

� The Bin Packing Problem: seeks for the optimal arrangement of a set of predefined objects into
a given number of bins, each with a predetermined capacity. [3].

To understand VRP, we must shed some light on its fundamental components, each being an integral
part of the problem definition. These components encompass [15]:

� Customers: a set of clients or designated delivery points necessities visits by the fleet of vehicles.

� Depots: stores of products locations each representing both the starting and the ending point of a
vehicle trip.

� Vehicles: available transportation means used for product delivery to customers, characterized
by a loading capacity.

� Demands: customer’s requests of one or more products.

� Routes: a route is an order of customers to be visited by a vehicle in that order to satisfy their
demands in one trip.

� Constraints: restrictions that must be satisfied by each solution in order to be accepted.

� Objective function: a function that measures the quality of solutions. The objective function
definition can be done by using one or more criteria.

Real-life applications often necessitate the consideration of various restrictions to meet specific opera-
tional requirements. These may include constraints for:

� Vehicles: deal with restrictions associated to vehicles, such as: capacity, volume, speed, number
of vehicles used during the delivery process, vehicle homogeneity or heterogeneity, etc.

� Depots: define the number of depots from which servicing customer starts and then ends.

� Return: By adding these constraints, we can impose that instead of using depots as concluding
points for vehicle routes, we resort to any other designated locations.

� Time windows: Time intervals are assigned to each customer, and must be respected during the
delivery process.

� Periodicity: represents the planning horizon during which the customer requests will reoccur.

These constraints and/or additional considerations give rise to various extensions and variants of the
VRP problem, including:

� Capacitated Vehicle Routing Problem (CVRP): involves a fleet of vehicles with limited capacity.
Each vehicle in the fleet has a maximum capacity, and the total demand served by each vehicle
must not exceed its capacity [46].

� Vehicle Routing Problem with Time Windows VRPTW): each customer has a specified time interval
during which it can be serviced. These time windows represent the availability of customers to
receive their requests and must be respected during the delivery process [14]. There are two types
of VRPTW which are rigid VRPTW and released VRPTW. The first dictates serving operations
to happen within their specified time windows [24], whereas the second allows for a certain margin
of deviation in the timing but with additional penalties [24].

� Multi Depot Vehicle Routing Problem (MDVRP): servicing customers can emanate from multiple
depots. Each depot serves a subset of customers, and vehicles must plan routes to efficiently serve
customers from different depots [46].
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� Periodic Vehicle Routing Problem (PVRP): conduct the delivery process by taking into account
the fact that customers require their orders to be honored periodically during a predefined planning
horizon [7].

� Dynamic Vehicle Routing Problem (DVRP): customer requests are not predetermined before the
distribution, and continue to evolve throughout the delivery process[37].

� Vehicle Routing Problem with Pickup and Delivery (VRPPD): vehicles retrieve items or goods
from specific locations (pickup stops) then transport them to other specific destinations (drop-off
stops). In comparison to others, this variant impose precedence constraints between route stops
[48, 13].

� Open Vehicle Routing Problem (OVRP): After delivery operations, vehicles have the option to
return to the initial depot or continue to a different destination [22].

� Split Delivery Vehicle Routing Problem (SDVRP): Allows splitting customer requests and servicing
them in multiple tours from different depots, using multiple vehicles [2].

� Electric Vehicle Routing Problem (EVRP): involves servicing customers using electric vehicles,
with the primary objective of minimizing energy consumption [39].

� Green Vehicle Routing Problem (GVRP): seeks to reduce CO2 emissions generated by the fleet
of vehicles. This objective can be evaluated by considering the amount of consumed fuel and/or
by choosing routes with low congestion rate. The importance accorded to environmental issues
triggered several related works, and gave rise to several sub-variants to GVRP[40].

3 VRP solving methods

Since the establishment of VRP, the research community proposed a multitude of algorithms to solve
the problem in its original form. Afterwards, several methods were developed to tackle its numerous
subsequent variants. These approaches can be broadly categorized into two main classes: exact and
approximate.

3.1 Exact methods

Exact methods refer to a collection of algorithmic approaches designed to determine the optimal solution
to a given problem. When tackling complex problems, these methodologies are only effective when applied
to small-scale VRP instances containing no more than 50 customers. Their main characteristic lies in
their ability to rigorously explore the solution space to guarantee the identification of the globally optimal
solution [27]. In the literature, there are a lot of such methods such as [36, 30]:

3.1.1 Branch and Bound

The Branch and Bound method, introduced by Land and Doig in 1960 [35], is an algorithmic technique
for solving combinatorial optimization problems based on the divide and conquer technique. It divides
the problem into smaller sub-problems giving rise to a tree structure. By systematically exploring the
tree, the algorithm eliminates branches that cannot lead to an optimal solution thanks to a bounding
scheme. The algorithm ends when, after conducting an exhaustive search of the tree, it is able to locate
an optimal solution. Among the works that adopted such an approach we have [50, 47].

3.1.2 Branch and cut for integer linear programming formulations

Branch and Cut is an advanced optimization technique that employs a specialized tree structure. This
method iteratively generates sub-problems within the ”Branch and Cut” tree, consisting of current,
active, and interactive nodes. The algorithm iterates by exploring feasible solutions and iteratively
refining them to approach the optimal solution. This process continues until convergence or predefined
termination conditions are met. Among the works that adopted such an approach we can cite [34, 45].
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3.1.3 Dynamic programming

Dynamic programming, introduced by Richard Bellman in 1950, relies on Bellman’s principle of opti-
mality, stating that the optimal solution to a dynamic optimization problem is the combination of the
optimal solutions to its sub-problems. This principle guides the process of deriving the optimum. In
fact, solutions are computed incrementally, starting from the smallest sub-problems and gradually ex-
tending to larger ones. This systematic approach enables the derivation of optimal solutions for complex
problems through the aggregation of optimal solutions to simpler sub-problems. In the VRP context,
[20, 32] are among the works related to such an approach.

3.2 Approximate methods

Approximate methods, distinct from exact techniques, comprise algorithms aimed at finding good feasible
solutions to problems within limited computational resources and time frames, without guaranteeing the
optimality of the final solution. They are classified into two main categories: heuristic and meta-heuristic
methods [19].

3.2.1 Heuristic methods

Heuristic methods are tailored to efficiently solve a specific problem, and so they have little or no ability to
be generalized. Examples of heuristic algorithms commonly used to solve VRP (VRP) include the Nearest
Neighbor, Insertion Heuristic, and Sweep Algorithm. However, as mentioned earlier, it is important to
note that while these methods often provide efficient solutions, they do not guarantee optimality [23].
Some works related to this category can be found in [31, 52].

3.2.2 Meta-heuristic methods

Meta-heuristics represent search methodologies designed specifically for addressing intricate optimization
challenges. They serve as viable alternatives to heuristic techniques, particularly in situations where
problem-specific heuristics are not readily available [36]. These methods offer versatile approaches to
solving complex optimization problems by iteratively exploring solution spaces and converging towards
optimal or near-optimal solutions [23]. The majority of VRP related research works fall into this category.
Examples of widely used meta-heuristics include Simulated Annealing, Tabu Search, and Particle Swarm
Optimization. The works [17, 38, 51] pertain to this category.

4 Artificial intelligence based Approaches

Many techniques and methods have been applied over time to address the complex issues raised by the
Vehicle Routing Problem (VRP). Specifically, a variety of artificial intelligence (AI) techniques have
been created and utilized to tackle this intricate optimization challenge. These methods not only seek
to optimize conventional VRP parameters but also broaden the scope of VRP optimization to include
new challenges in autonomous vehicle navigation. For instance, enabling vehicles to find their travel
paths with less complexity requires exploring innovative algorithms and optimization techniques within
the realm of AI, ensuring real-time adaptability to dynamic environments. By integrating trajectory
discovery into AI-based VRP solutions, researchers aim to enhance navigation capabilities and improve
autonomous vehicle technology. Below, we outline some of these approaches.

4.1 Evolutionary Algorithms

Evolutionary Algorithms are approximate optimization methods introduced by JH. Holland in 1975
[26]. Evolutionary methods draw inspiration from biological processes. They represent a prominent
area of study within the field of optimization algorithms, focusing on manipulating a set of candidate
solutions using genetic principles and natural selection mechanisms to identify solutions [58] which is a
kind of intelligent behavior [12, 33]. These algorithms aim to emulate the evolutionary process observed
in nature to address complex problem instances [58]. The evolutionary process within these methods
typically encompasses four fundamental concepts: representation, evaluation, selection and reproduction
[1].
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� Representation: defines how to encode the solutions to get a chromosomal representation. By
using this encoding scheme, a population of chromosomes called individuals is generated.

� Evaluation: assigns a measure of quality called fitness to each individual. It is usually directly
derived from the value of the objective function, but for constrained problems like VRP, it must
also deal with the magnitude of infeasibility of the solution.

� Selection: choose a subset of best fitted individuals. These are selected from the population with
replacement and will be allowed in the subsequent reproduction phase to make offspring.

� Reproduction: encompasses mainly two genetic operators: crossing-over and mutation. In the
first, selected individuals are combined to make new ones. For the other, the genetic code of some
randomly chosen individuals is altered.

In the literature, there are various evolutionary algorithms, including Genetic Algorithms (GA), Particle
Swarm Optimization (PSO), Ant Colony Optimization (ACO), Differential Evolution (DE), and Evo-
lution Strategies (ES), are utilized to tackle the Vehicle Routing Problem (VRP). Some of the works
pertaining to this category are [25, 41, 9, 43, 55].

4.2 Fuzzy logic approaches

Fuzzy Logic (FL) was proposed by L. Zadeh in 1965 [56]. Gradually FL became an important modeling
tool to deal with systems containing imprecise or ill-defined concepts. In VRP related works, FL can
deal for example notions such as high or low demand, route congestion, acceptable vehicle load, high or
low fuel consumption to cite a few. Among the works that use FL in tackling VRP, we have [47, 6]

4.3 Machine learning algorithms

Using Machine Learning (ML) techniques to address VRP constitutes a strategic approach towards
optimizing the routes taken by vehicles during customer service operations. ML models serve as powerful
tools for mitigating the complexities inherent in diverse VRP variants. Numerous ML algorithms are
commonly employed to solve VRP, including the following [8, 18]:

4.3.1 Deep learning (DL)

Deep learning techniques are multi-layer neural networks. They have been applied to VRP to model
intricate relationships within the data. By employing DL, organizations can optimize vehicle routes con-
sidering multiple constraints and objectives, thereby improving routing efficiency and resource utilization.
Some of the works that tackled VRP using DL are [16, 53].

4.3.2 Reinforcement Learning (RL)

Reinforcement Learning entails iteratively learning optimal decision-making policies through trial and
error. Within VRP, reinforcement learning is utilized to determine the most efficient sequence of cus-
tomer visits for vehicles, facilitating streamlined route planning and resource allocation. Among the
works using such an approach we can cite [54, 28, 57, 29, 11].

After elucidating some AI-based techniques for addressing the Vehicle Routing Problem (VRP), we fur-
ther explore the comparative performance of these methods alongside traditional resolution techniques.
This comparative analysis evaluates the solution quality and computational time of both traditional and
AI-based approaches, shedding light on their respective strengths and limitations. Exact methods are
efficient approaches that yield optimal solutions within a reasonable time frame, but they are primar-
ily suitable for small-scale problems instances. Conversely, approximate methods provide solutions of
good quality quickly, without guaranteeing optimality. Meanwhile, AI-based approaches provide higher
solution quality but necessitate substantial computational resources and time for training and optimiza-
tion. The selection of a resolution approach depends on the problem specifications such as problem size,
complexity, and available resources... However, hybridization of different methods remains a preferable
strategy for achieving high-quality solutions within a reasonable time frame.
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5 Conclusion

The Vehicle Routing Problem (VRP) represents a challenging combinatorial optimization task aimed
at efficiently servicing a set of clients using a fleet of vehicles, while adhering to specific constraints
and optimizing one or more objectives. The diverse optimization constraints and objectives gave rise to
various VRP variants.

As VRP is NP-hard problem, its resolution algorithms are more directed towards approximate meth-
ods instead of exact approaches. Furthermore, in recent years, significant attention has been directed
towards the development of hybrid algorithms for VRP resolution. These hybrid approaches usually
combine Artificial Intelligence modeling tools with a solving method to expedite the resolution process
and enhance the quality of the obtained solutions. Such hybridization strategies have shown promising
results in addressing the challenges posed by VRP and its variants, especially for the new ones, such as
the green VRP or the routing with electrical vehicles.
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Abstract

As the popularity of web apps continues to increase, surpass-
ing traditional desktop and mobile applications, the threat
of web-based assaults is becoming more prevalent and poses
a significant risk to both individuals and organizations. Ac-
cording to the OWASP Top 10 project, injection-type attacks
are ranked third on the list, including the likes of Cross Site
Scripting (XSS) and SQL injection (SQLi). While conven-
tional signature-based Web Application Firewalls offer pro-
tection against known attacks, they falter against zero-day
attacks. This work proposes the use of a Transformer-based
deep learning model to detect injection-type attacks. Using
the HttpParams Dataset, our model achieves an accuracy of
99.81% with an average classification compute time of 10ms.

Keywords— Deep learning ,Transformer, Web Application
Firewall, Binary Classification, HttpParams

1 Introduction

In recent times, web applications have begun to replace conven-
tional desktop applications, enabling software to be utilized on
multiple platforms via the browser. However, this pattern intro-
duces new security vulnerabilities for both individuals and organi-
zations, namely in the form of web-based attacks. These attacks
often consist of the introduction of harmful code payloads, such as
SQLi and XSS, which are classified as the third most common risks
in the OWASP Top 10 Project[4].Web Application Firewall (WAF)
are deployed to safeguard online applications from many types of
web-based attacks, including payload injection. Generally, an ap-
proach that relies on signatures is employed to identify and detect
attacks. Nevertheless, this approach proves inadequate when it
comes to countering zero-day assaults, as it necessitates periodic
updates to address emerging threats[1].
In this work, we explore the utilization of a deep learning model
based on the Transformer architecture [9], with a Gradient-Based
Sub-word Tokenizer (GBST) [8]. This tokenizer enables the model
to operate at the character level, allowing for the detection of pay-
load injection attacks. Architectures designed for Natural Lan-
guage Processing (NLP) approaches, like the Transformer, are ex-
pected to achieve high accuracy in categorizing typical user input
against payload injections due to their human-readable structure.
We deliberately selected it over other well-known deep learning

architectures focused on natural language processing, such as Re-
current Neural Network (RNN) incorporating Long Short-Term
Memory (LSTM) and gGated Recurrent Unit (GRU), due to its
capability to process input in parallel rather than sequentially[6].
In [10] Shihao et al. develop a WAF using a deep learning model
trained on a dataset of of malicious URLs pre-processed into one
hot encoding making them suitable for a Convolutional Neural
Network (CNN), the model itself is structured with convolutional
layers for feature extraction, pooling layers to filter these features,
and fully connected layers to integrate these features and classify
input data achieving high accuracy in distinguishing between be-
nign and malicious web requests.
In [2] an anomaly-based web application firewall model was devel-
oped using NLP techniques and a linear support vector machine
(SVM) algorithm. The study focused on comparing word n-gram
and character n-gram methods for feature extraction, finding that
character n-grams significantly enhanced detection performance.
In [7], Aref et al. employ a machine learning technique to cat-
egorize malicious payloads. They constructed a parsing unit to
extract features like input length, the ratio of alphanumeric char-
acters to special characters, attack weight—which is determined
by adding together four additional sub-features discussed in detail
within the article. They then apply Naive Bayes for classification,
yielding an accuracy of 97.61% on the HttpParams dataset[3], also
Mohamed and al. in [5] after experiment with different approaches
achieve their highest accuracy of 99.66% with multi-class classifi-
cation using a Bidirectional long short-term memory (Bi-LSTM)
based model on HttpParams, Conversely our model yields an ac-
curacy of 99.81% on the same dataset.
The remaining sections of the paper are organized in the following
manner: Section 2 provides an overview of the structure of our
model, while section 3 showcases the outcomes of our experiment.
Our conclusion and future areas of focus are discussed in part 4.

2 Our Approach

Our approach consists of 4 steps, encoding the input, Tokenization
using the GBST, extracting contextual information from the to-
kens using the Transformer encoder, finally classifying the results
using Multilayer Perceptron (MLP) into a binary output with a
sigmoid function.
Tokenization is the first stage in the process of using NLP ap-
proaches and the Transformer architecture. It involves converting
plain text into embedding vectors that may be utilized by the
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Transformer. We choose to employ a GBST for this undertaking,
as it necessitates no data preparation. It accomplishes this by uti-
lizing the characters directly to produce a soft sub-word sequence
that is down-sampled beforehand being inputted into the Trans-
former.
As we can see in Figure 1, each character in the plain text input
is initially encoded into its UTF-8 representation. Additionally,
padding is added and an attention mask is generated where the
false values represent the padding indexes, this ensures that no at-
tention is given to the padding. To ensure that the entire dataset
is covered, we have chosen a maximum length of 2048 characters,
which is also the maximum size for a GET Hyper Text Transfer
Protocol (HTTP) parameter, considering that the longest value
in our dataset is 1058 characters. After that, the GBST receives
this and uses it to create a soft sub-word sequence with the proper
padding mask, which is then supplied to the Transformer encoder,
note that usually positional encoding is first applied to the input
embedding before being fed to the encoder but in our case using
the GBST removes that need. The Transformer encoder uses mul-
tiple layers, each with a multi-head self-attention mechanism that
processes the input sequence in parallel, allowing it to attend to
different parts of the sequence simultaneously. The resulting out-
put is a sequence of vectors where each vector corresponds to an
input token, enriched with contextual information gathered from
all other tokens in the sequence, this is then compressed using
mean pooling into a 1 dimensional vector and then fed into two
linear layers with a dropout layer in between. Ultimately, a sig-
moid activation function is employed at the output of the final
layer to facilitate binary classification.
The input parameter for the Neural Network (NN) is displayed
in Table 1, while the input parameters for the Transformer are
shown in Table 2. The selection of these parameters was based on
their potential impact on both computational time and classifica-
tion performance.
Table 3 represents the GBST parameters , we have selected a
maximum block size of 4 and a down-sampling factor of 4. As
a consequence, the transformer now receives inputs of length 512
instead of 2048. This adjustment is important for lowering com-
puting time.

3 Results

The model is trained using the HttpParams Dataset, which con-
sists of 19,304 benign values and 11,763 malicious payloads. The
malicious payloads include 10,852 instances of SQLi, 532 instances
of XSS, 89 instances of command injections, and 290 instances of
path traversal attacks. Seventy percent, twenty percent, and ten
percent of the dataset were assigned for training, validation, and
testing, respectively.
Upon completing 30 epochs of training, we observe the outcomes
depicted in Figure 3 and Figure 4. The model achieved an accu-
racy of 99.91% and an F1 score of 99.88% on the training data.
It also achieved an accuracy of 99.81% and an F1 score of 99.71%
on the test data. The precision on the training data was 99.77%,
while on the test data it was 99.50%.
In figure 2 our results are compared with the other works men-
tioned before. The confusion matrix displayed in Table 4 presents
the outcomes obtained from the test data. The model achieved an
average classification time of 10 ms using an NVIDIA P100 GPU.

Figure 1: Model Architecture

Table 4: Confusion matrix
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Table 1: Hyper Parameters

Optimizer Adam

Loss Binary cross entropy

Learn rate 1e-4

Epochs 30

Activation Function Sigmoid

h

Table 2: Transformer Parameters

Model Dimension 128

Number of Heads 2

Feed Forward Dimension 256

h

Table 3: GBST Parameters

Number of Tokens Unicode 2.1

Dimension 128

Down Sample Factor 4

Max Block Size 4

Figure 2: Accuracy comparison

Figure 3: Model accuracy curve

Figure 4: Model loss curve

4 Conclusion

The results of our study show that deep learning models based
on Transformers are effective in detecting web-based injection at-
tacks. By using the HttpParams dataset, our model achieves a
remarkably high accuracy and F1 score. This emphasizes the po-
tential of NLP-oriented deep learning models in improving web
application security against evolving attacks. Potential areas for
future areas of focus could involve exploring and other datasets,
enhancing the model to minimize computational time, investigat-
ing its scalability, and examining its compatibility with established
security frameworks.
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