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Abstract: Steel is the most important engineering and construction material in the world. It is used in all 
aspects of our lives. But as every metal is can be defected and then will not be useful by the consumer Steel 
surface inspection has seen an important attention in relation with industrial quality of products. In addition, it 
has been studied in different methods based on image classification in the most of time, but these can detect 
only such kind of defects in very limited conditions such as illumination, obvious contours, contrast and 
noise...etc. In this paper, we aim to try a new method to detect steel defects this last depend on artificial 
intelligence and artificial neural networks. We will discuss the automatic detection of steel surface defects 
using the convolutional neural network, which can classify the images in their specific classes. The steel we 
are going to use will be well-classified weather the conditions of imaging are not the same, and this is the 
advantage of the convolutional neural network in our work. The accuracy and the robustness of the results are 
so satisfying. 
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1. INTRODUCTION 
Steel, as a valuable metal, has had the 

best effect on our humankind life. It is, by a 
long shot, the most widely used, multi-
utilitarian characteristic material found and 
mined from the earth. Actually, many would 
venture to such an extreme as to state that 
the improvement of humankind itself would 
have been inconceivable without the 
development of steel [1], and has an almost 
unlimited variety of uses in today’s world, 
which is a marker for its incredible 
adaptability. We can find out some of its 
powerful characteristics that include: (1) 
Resistant to deformation at both high and 
cold temperatures, (2) corrosion resistant, (3) 
it can be easily machined, (4) it is formable to 
both hot and cold and (5) it’s hard wearing, 
tough and all-weather-proof. [1] 

The inspection of steel quality is a well-
known problem since the last two decades, 
which it is mostly done visually, where human 
inspectors classify steel defects using their 
naked eye. This last makes sometimes-
incorrect classification due to human control 
conditions, such as tiredness, which makes 
the visual inspection unreliable, obvious and 
sometimes drudgery. The automatic visual 
inspection can lead to a better results that 
human cannot give it in such case because 
of its reliability, clarity and precision. We aim 
in this research to detect steel defects by 
using approach for steel defect classification 

using Artificial Neural Network ANN [30] and 
more precisely CNN model based on the pre-
trained Residual Network architecture with 50 
layers (ResNet-50) [3]. 
Artificial Neural Networks have been 
developed as generalizations of 
mathematical models of human cognition or 
neural biology. Researchers have 
characterized a neural network by its pattern 
of connections between the neurons (called 
architecture), its method of determining the 
weights on the connections (called training or 
learning algorithm) and its activation function. 
[30] 
ANNs have attracted a great deal of attention 
because of their pattern recognition 
capabilities, and their ability to handle noisy 
data; however, its ability to perform well is 
greatly influenced by the weight adaptation 
algorithm and the amount of noise in the 
data. [30] 
We have organized sections of this paper as 
follow: In section II, we will describe the types 
of steel defects and the techniques used for 
its inspection, in the section III, we will 
present the experimentations of our method. 
The fourth VI and last section is for results 
discussion and conclusion. 

2. STEEL DEFECT TYPES AND 
DETECTION INSPECTION 
TECHNIQUES 

A. Steel Defect Types  
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A study has shown that there are more than 
200 types ofdefects, that were determined in 
the biggest steel manufacturer in IRAN in 
2014 [2]. However, in this work, we will focus 
only on three types of steel: a- Not defective 
steel, b- rusty steel and c-cracked steel. 
These types are shown in Fig.1, Fig, 2 and 
Fig.3 respectively. 
 
 
 

 
 
 
 
 

Fig. 1: Non-Defective Steel 
 

In this research, we have taken a database 
of steel defect images from the Google 
Image Search, in order to train a classifier for 
images containing cracks, rust and non-
defective steel. As we will optimize its 
retrieval performance. 
 
 
 
 
  
 

 
Fig.2: Rusty steel 

We will use in this work the MATLAB 
software to implement the algorithm, to plot 
the error curve, and to show the accuracy of 
our method. 
 

 

 

 

 
 

Fig.3: Steel crack 

B. Steel inspection techniques  
According to recent researches about 

steel inspection, A variety of techniques were 
found in the literature, they depend on steel 
category (slab, plate, billet…etc.). We can 
find in previous researches the Unsupervised 
learning where [4], [5] and [6] used Self-
Organizing Map SOM method, [7] [8] used 
Learning Vector Quantization LVQ. As we 
can find thesupervised classifiers in [9]. [10] 
Where they used the k-Nearest Neighbor 
KNN, [11] [4] [12] used Neural Network-Back 

Propagation technique (NN-BP)andSupport 
Vector Machine SVM was used by [14] [15] 
[16] [17] [18] and [19]. Genetic Algorithm(GA) 
as announced in [31]. 
 
 

3. DATA PREPARATION AND 
EXPERIMENTATION PART 

 
In this part, we will apply our method of 
classification using convolutional neural 
network CNN where we will use a pre-trained 
Residual Network ResNet-50 [3], to gain time 
and accuracy at the same time. The reason 
to use such a method is explained in this 
section. The datasets training passes throw 
many steps, which are mainly: 
 
. A.  Image acquisition 
 
Firstly, we have selected a group of images 
that are convenient to our work which we 
classified manually using our naked eye. We 
choose an average of 120 different pictures 
from different classes and in various 
conditions of illumination, contrast…etc. from 
the Google Search Images. Fig.4 shows 
three samples of steel images plotted in 
MATLAB: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4: the image shows non-defective, rusty, 
cracked steel, respectively plotted in MATLAB 

B. Preprocessing  
The preprocessing step is very important 

and it facilitates the classification later, we re-
sized the images to be conforming to 
ResNet-50 input size, which is 224-by-224-
by-3 as we converted all of them to RGB 
color. 

We categorized the collected dataset into 
three different folders; each folder took a 
name as the class label of the steel image 
that it contains: not defective steel, rusty steel 
and cracked steel. We Split the sets into 
training and validation data. Pick 70% of 
images from each set for the training data 
and the remainder, 30%, for the validation 
data. We randomized the split to avoid 
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biasing the results. The CNN model will 
process the training and test sets. 

C.  Features extraction 

It involves reducing the quantity of 
resources needed to describe large set of 
information. In our net, the feature extraction 
step includes several convolution layers 
followed by max pooling and an activation 
function. In addition, a Softmax layer at the 
end of the network. [4] 

Notice how the first layer of the network 
has learned filters for capturing blob and 
edge features. These "primitive" features are 
then processed by deeper network layers, 
which combine the early features to form 
higher-level image features. These higher-
level features are better suited for recognition 
tasks because they combine all the primitive 
features into a richer image representation. 
[20] 

 
D. Data training 
 
We pre-trained our data by choosing the 

architecture of ResNet-50 and this is to solve 
the problem of saturation and accuracy 
degradation [3]. This model was the winner of 
Image Net challenge in 2015 [21]. 

E.  ResNet and the degradation problem 

In general, in a deep convolutional neural 
network, several layers are stacked and are 
trained to the task. [22], the network learns 
several low/mid/high level features at the end 
of its layers. In residual learning, instead of 
trying to learn some features, we try to learn 
some residual Fig.5. Residual can be simply 
understood as subtraction of feature learned 
from input of that layer [22]. 

ResNet does this using shortcut 
connections (directly connecting input of (n)th 
layer to some (n+x)th layer. (Fig.5) 

Even if there is vanishing gradient for the 
weight layers, we always still have the 
identity x to transfer back to earlier layers. 
(eq. 1). 

Recall that a convolution operation 
typically shrinks the spatial resolution of an 
image, e.g. a 3x3 convolution on a 32 x 32 
image results in a 30 x 30 image. The identity 
mapping is multiplied by a linear projection W 
to expand the channels of shortcut to match 
the residual (Fig.5). This allows for the input 
x and F(x) to be combined [23] as input to 
the next layer (Eq.2). 

 
In the figure below, we can see the clear 

difference between a plain net and a residual 
net [24]: 

H(x) = F(x) + x                   (1) 
 

( ,{ })+ (2) 
 
 
 
 
 
 
 
 
 
 
 

Fig.5: A simple model of ResNet [24] 
 

In the figure below Fig.6, we can see the clear 
difference between a plain net and a residual 
net [24]: 
 
 

 

 
Fig. 6: the training accuracy between 
ResNet (red) and plain (pink)network 

It has been proved that training this form of 
networks is easier than training simple deep 
convolutional neural networks and the 
problem of degrading accuracy is resolved 
[25]. Both Fig.7 and Fig.8 show the 
architecture of ResNet-50. 

 

 
 
 
 
 
 

Fig.7 Architecture of ResNet-50 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8: Architecture of ResNet-50 limited between 
[150 170] 
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The ResNet-50 model consists of five 
stages each with a convolution and Identity 
block. Each convolution block has three 
convolution layers and each identity block 
has three convolution layers. The ResNet-50 
has over 23 million trainableparameters [26]. 
In the Fig.9 below, we can see the ResNet-
50 blocks: 

 
 
 
 
 
 
 

Fig.9: ResNet-50 Model [26] 
 

F.  Weight initialization 
For a convolutional layer, we can write the 
response as in (3): 

 
Yi = Wi * xi + Bi   (3)
 

Where Wi is the weight for the i(th) 
neuron, Yi is the response, Bi is the bias, xi 
is the i(th) input neuron. 

In addition, to initialize the weight, we 
follow the equation below: 

 
W(new)=W(old)- µ*                (4) 

Where C is the cost function and is 
defined by (5): 

 

               (5)                
 

In addition, µ is the learning rate 
The first convolutional layer weight is shown 
in the figure below: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.10: First convolutional layer weight 
After preprocessing and training our 

network, we will classify the data as they are 
categorized in the folders. We used in this 
section the Support Vector Machine called 
SVM for the following reasons: 1) because it 

is relatively memory efficient, 2) it can 
classify features clearly, 3) it has simple 
decision boundary, and 4) it prohibits over-
fitting. As it maximizes the margin between 
two classes [27]. 

We have chosen the Binary SVM because 
it is multi-classifier, and that what we need in 
our case. (Three classes will be recognized). 
An SVM, has generally the following [28] 
form: Eq (6) 

Ys(W*Xs +b) -1= 0            (6) 
We used K(K–1)/2 binary support vector 

machine (SVM) models using the one-
versus-one (OVA) coding design, where K is 
the number of unique class labels (levels). An 
error-correcting output codes (ECOC) model 
reduces the problem of classification with 
three or more classes to a set of binary 
classifiers. For each binary learner, one class 
is positive, another is negative, and the rest 
are ignored. (Fig.11) This design exhausts all 
combinations of class pair assignments [29]. 

 
 
 
 
 
 

Fig.11: A one-versus-one coding design 
 
 
 
 
 
Fig.12 : confusion matrix fig.13 : confusion matrix 
%  

 
Now, we display the mean accuracy, 

which is 0.8986 or 89.86%. After ending with 
the classifier evaluation, we will try the newly 
trained classifier on new images. We 
furnished new images that is not seen before 
by the net, we Created augmented Image 
Data store IMDS to automatically resize the 
image when image features are extracted 
using activations. After that, we will extract 
the new image features using our trained 
CNN, and makethe prediction using our 
classifier. 
The classification worked perfectly as we can 
see in the figures below (Fig.14, Fig.15, and 
Fig.16). Our classifier could recognize the 
image class correctly. 

The Mini-Batch-Size is set 32 to ensure 
that the CNN and image data fit into GPU 
memory. 
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4. RESULT DISCUSSION 
A.  Prediction step and classifier 

evaluation 
Now we repeat the procedure described 

earlier to extract image features from test 
Set. The test features can then passes to the 
classifier to measure the training accuracy. 

In the prediction step, we used our 
classifier that contains the error-correcting 
output codes (ECOC) the training labels, the 
learner…etc. The parameters such as the 
activations, the network, feature layers, mini-
batch-size-32...etc, were stocked in the test 
features. In the classifier evaluation test, we 
first extracted test features using the CNN, 
we passed CNN image features to trained 
classifier, we got the known labels, and we 
tabulated the results using a confusion matrix 
fig.12. We converted confusion matrix into 
percentage form as in fig.13 

 
 
 
 
 
 

 
 
 
 
 
 

Fig.14: The loaded image belongs to Not 
Defective class 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.15: The loaded image belongs to Cracks 
class 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.16: The loaded image belongs to Rusty class 

V. CONCLUSION 

In this study, we have shown how 
powerful tool is convolutional neural network. 
Especially when working on a vision 
classification task. We did not use a network 
that we trained ourselves, but we preferred 
using a pre-trained network ResNet-50, that 
helped us a lot to improve the classification to 
gain both time and accuracy, which are the 
factors to judge the performance of our 
network. We got a very efficient network that 
future researchers can utilize immediately to 
classify new images with different classes. 
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