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Abstract— In this paper we propose a modified Elman network 

structure called memory Elman neural network. The idea of this 

new architecture is based on adding memory units to the neurons 

of the classic Elman network. These memory units are trainable 

temporal elements that make the output history-sensitive. By 

virtue of this capacity, this new architecture can take into 

account the past information of the neurons and use them in 

order to accomplish the task of the network. In order to show the 

performance of this new network, some dynamical systems are 

used for identification and results are compared with the 

conventional Elman network. 

Keywords— Elman network structure;  memory units; 

dynamical systems; identification 

I.  INTRODUCTION  

Recurrent neural networks are a special type of artificial 

neural networks where the associations between neurons are 

formed by a closed cycle. This configuration allows showing 

dynamic temporal behavior of the network. Among these 

recurrent architectures, we cite the Elman Neural Network 

(ENN) which consists of three layers: an input, hidden and 

output. In addition to these three layers, the Elman network 

has an additional layer called context layer consisting of the 

delayed hidden neurons output. The context neurons allow to 
the Elman network to have certain dynamical advantages over 

static neural network; and through the different papers the 

ENN is commonly applied in dynamical systems identification 

and control [1]. The Elman network has been used in various 

applications like in face and speech recognition [2, 3], system 

identification [4], wind power [5]. 

Many modifications on the Elman network architecture 

have been proposed in literature to improve its performance, 

in [6] authors propose adding new adaptable weights between 

the context neurons and output neurons. A new embedded 

memory unit has been added to the Elman structure in [7]. An 

hybrid model based on Elman Neural Network and differential 

evolution algorithm was performed in [8] and in [9] authors 

suggest to enhance the performance of the Elman network by 

modifying the learning rate. 

In this paper, we propose a modified Elman architecture by 

adding temporal adjustable units to the hidden neurons. This 

new network is called Memory Elman Neural Network 

(MENN). The performance of our network is tested on some 

examples based on the identification of dynamical systems. 

The rest of paper is ordered as follows: section 2 illustrates 

architecture, equations and training procedure of the MENN. 

Nonlinear systems identification examples are presented in 
section 3 and finally section 4 concludes the work. 

II. MEMORY ELMAN NEURAL NETWORK 

The Elman neural network was first proposed by Jeffrey 

Elman, an American psycholinguist and professor of cognitive 

science at the university of California, in 1990 [10].  

The Elman network can be seen as a special feedforward 

neural network with a single hidden layer in which was added 

an additional layer called the context layer representing the 

delayed outputs of hidden neurons as shown in Figure 1. 
We note that the black circles do not symbolize real 

neurons but they are only an illustration of the context layer.  
Thus, the context neurons represent virtual nodes where the 
output and the input are the same. 
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We use the following notation: 

wij
1: The weight connection between the neuron i in the input   

         layer and the neuron j in the hidden layer 

wij
2: The weight connection between the neuron i in the           

         hidden layer and the neuron j in the output layer 

wij
3: The weight connection between the neuron i in the           

         context layer and the neuron j in the hidden layer 

hi: The input of neuron i in the hidden layer 

oi: The output of neuron i in the hidden layer 

ci: The input of neuron i in the context layer 

sj: The input of neuron j in the output layer 

f1 (x): The activation function in the hidden layer 

f2 (x): The activation function in the output layer 

M, N, L: The number of: inputs, outputs and hidden neurons   

               respectively 
xi

(k), yj
(k): Inputs and outputs of the Elman neural network   

                 where i = 1,2, …M and j = 1,2, …N. 

z-1: unit delay 

Equations of the Elman network are given below: 

           

 

 

                                             

               

          

                

Let consider the following criterion to be minimized:                  
                                  

                                           
 
 When yd

(k) is the desired output and T is the length of the 

training sequence. 

 The general equation for updating the weights is given 

below:    
       

   
When is the step size and p = 1, 2, 3. 

 The partial derivative of the global error with respect to the 

weights can be obtained by the backpropagation algorithm: 
 

    

      

 

After derivation, we obtain: 

 

 

       

 

Authors in [11] have suggested to add memory units for 

each neuron in a multi layer perceptron, in our paper, we 

propose the same modification in the ENN by adding for each 

neuron a memory unit with a corresponding weighti(k) 

between the output of the neuron and its memory unit and the 

weight (1-i(k)) between the input unit and its delayed output. 

Another input is added to the neurons in the output layer 

produced by the delayed output of the memory unit weighted 

by the value i(k) 

The Memory Elman Neural Network architecture with the 

detailed weighted links is depicted in Figure 2.  
 

 

Fig. 1. Architecture of the Elman neural network  
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We use the new following notation: 

vi
(k) : the output of the ith delayed memory unit associated to 

the ith neuron in the hidden layer. 

qj
(k) : the output of the jth delayed memory unit associated to 

the jth neuron in the output layer . 

i
1: The weight connection between the delayed output of the 

neuron i in the hidden layer and the input of its memory unit.  

j
2: The weight connection between the delayed output of the  

neuron j in the output layer and the input of its memory unit.  

j
2: The weight connection between the input of the neuron j 

in the output layer and the delayed output of its memory unit. 

 Fij
1: The weight connection between the memory unit of the 

neuron i in the hidden layer and the neuron j in the output 

layer 

 

The equations (1), (2) and (4) are the same for the MENN, and 

equation (3) is rewritten as: 
             

   

The outputs of the memory unit in the hidden layer and output 

layer are given, respectively, by these equations: 
     

              

 

       

The adjusted weights wij
1, wij

2 and wij
3 are done by 

equations (6), (10), (11) and (12). 

For others weights, we follow the same training procedure. 
Thus, the updating weight is made by the following equations: 

   

    

         

         
 It may be noted that we have using another step size 

parameter ’ for the memory coefficients i
1, j

2 and j
2this 

choice is made to ensure that the change in the values of the 

memory coefficients will be slow compared to the other 
weights of the network. 

After derivation of the above equations, we obtain: 

         

            

      

          

 

                 

        

Fig. 2. Architecture of the Memory Elman Neural Network  
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III.  SIMULATIONS AND RESULTS  

To show the effectiveness of our network architecture, 

simulation results of three nonlinear systems identification are 

presented. Both the Elma network and the memory Elman 

network have two inputs u(k) and y(k) with one neuron in the 

output layer y(k+1).  

 We take four neurons in the hidden layer with the bipolar 

sigmoid function. For the output layer we choose the linear 

function. The values of the different step-size are chosen as = 

0.1and ’= 0.05.     

System 1: the first example of nonlinear system identification 

is a second order system defined by [12]: 

 

 
                                          
   The phase training of the two networks ENN and MENN is 

made during 2000 epochs, then for 100 epochs the network is 

tested with the following input: 

   

                                                                 
 Figures (3) and (4) show the identification performance for 

the system 1 using, respectively, the ENN and the MENN. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

System 2: the second example is a second order nonlinear 

system described with the following discrete-time equation 

[13]: 

 

 
                      

 

Where: A1 = 1.04, A2 = -0.824, A3 = 0.130667 and B1 = -0.16 

 
     After training, we test our networks with the following 

sequence for 1000 epochs: 

 
 
 Figures (5) and (6) show the identification performance for 

the system 2 using, respectively, the ENN and the MENN. 
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Fig. 3.  Identification performance for the system 1 

using the Elman network 
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Fig. 4.  Identification performance for the system 1 

using the Memory Elman network 
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Fig. 5.  Identification performance for the system 2 

using the Elman network 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

System 3: the third example is a third order nonlinear system 

described with the following relation [14]: 

 

 
 

The sequence test is given by: 

         

 
       

Figures (7) and (8) show the identification performance for the 

system 3 using, respectively, the ENN and the MENN. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We can resume the graphical results by using the Mean 

Squared Error (MSE) defined by: 

                       
 

 The table 1 show the different values of the MSE for the 

different systems obtained with the two networks ENN and 

MENN: 

 
Table 1 MSE values for the three examples 

 

 ENN MENN 

SYSTEM 1 1.015*10-3 5.233*10-4 

SYSTEM 2 2.217*10-4 9.944*10-6 

SYSTEM 3 3.546*10-4 9.596*10-5 

 

 The simulation results of the three nonlinear systems 

identification exhibit that the two recurrent neural networks 

Elman and Memory Elman can track the nonlinear systems 

dynamics with good approximations. Especially for the 

MENN, the results are better due to the memory unit added to 

the neurons.  
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Fig. 6.  Identification performance for the system 2 

using the Memory Elman network 
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Fig. 7.  Identification performance for the system 3 

using the Elman network 
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Fig. 8.  Identification performance for the system 3 

using the Memory Elman network 
 



IV. CONCLUSION 

 

In this paper we have proposed a new modification on the 

Elman network architecture based on a transformation made on 

the different neurons of the ENN so for each neuron a memory 

unit has been added. These memory units have the capacity to 

take into account the past outputs of the neuron with its 

associated memory unit. The new memory network was used 

for identify nonlinear plants, and the obtained results show 

clearly the effectiveness of the MENN to the nonlinear system 

identification. Finally, we hope that this work will be extended 

to another types of recurrent networks, and applied to nonlinear 

system control. 
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