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Abstract

Alarm systems play an important role in industrial processes in the prevention of major
accidents or disasters that lead to casualties and economical losses. In practice, however,
nuisance alarms interfere with operators’ judgment. A good thresholding system should
be able to distinguish between normal and abnormal situations of sensors measurements.
Accomplishing this became a very challenging task since various techniques already exist.
In this thesis, a novel technique is used to enhance the performance of alarm systems.
This technique is mainly based on modeling the process using the principal component
analysis (PCA). Once the model is validated; Instead of the conventional control limits,
a combined index is used with delay-timers to enhance the alarm system’s performance.
Simulated and industrial examples are discussed to prove the effectiveness of the proposed
method in designing industrial alarm systems. This method proved its efficiency to fulfill
high alarm performance.

Keywords—Industrial alarm systems, PCA, Multivariate system, Markov process,
Delay-timers, False alarm rate, Missed alarm rate, Expected detection delay.
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Chapter 1

Introduction

1.1 Motivation

Nowadays, alarm management became a crucial task in industrial processes. One of the
most important responsibilities of alarming systems is to enunciate and notify operators
about abnormal situations, hence, it is inseparably attached to process safety.

As a definition, Alarm Management consists of methods, tools, standards (such as
ISA-18.2 and EEMUA-191 [34, 15]), and activities that improve system performance
by improving the effectiveness of alarm systems. Alarm systems are closely related to
fault detection and Identification. First, a fault is detected then the operator is informed
about the occurrence of fault by raising an alarm. According to the Abnormal Situation
Management(ASM) Consortium statistics, the US petrochemical industry losses are about
20 billions $ due to abnormal situations [6], with a major accident every three years in
average. A large number of safety incidents have showed the importance of alarm systems
in the safety of plants, such as BP Texas refinery incident in 2005 due to failed management
of instruments and alarms[24]. Hence, the design of alarm systems is becoming one of the
glowing research fields in process control and automation [37].

The major problem in alarm design is the lack of specific techniques to meet standard
requirements such as ISA-18.2(International Society of Automation, 2009) and EEMUA-
191(Engineering Equipment and Materials Users’ Association 2013)[15, 61].

Industrial processes suffer from faults due to their components malfunctioning or
failures, and depending on the degree of the failures, these faults can even lead to serious
incidents. Process alarm systems are used to inform the operator about possible process
deviations from the normal state so that the operator can take appropriate corrective actions.
Alarm activation and the corresponding response from the operator together serve as one
of the critical layers of protection during the occurrence of a process fault.
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Chapter1 Introduction

The most common way in detecting an alarm state is to compare the value of a process
variable x(t) to constant trip point [41].

x(t) =

1 if xp(t) ≥ xtp(or xp(t) ≤ xtp)

0 if xp(t) ≤ xtp(or xp(t) ≥ xtp)
(1.1)

The changes of alarm variables from 0 to 1 and from 1 to 0 are respectively referred to
as the alarm occurrence and alarm clearance as given by eq. (1.1).

Historically, alarms were expensive to add and difficult to implement. Every alarm
from the sensor to the control room had to be hardwired in the past. Space in the control
room was also very limited due to the installation of numerous input/output devices. These
technical and physical limitations led to a limited number of alarms that were carefully
designed and examined. The alarms were very reliable and could be fully trusted by
operators [38].

Alarms are prioritized depending on the impact and severity of the abnormality on
the operation. In the ideal case, for each abnormal situation one and only one alarm
should be triggered. This is hardly the case in practice. With the rapid advances in control
technology over the last few decades, the number of sensors deployed for a given plant has
increased dramatically. In addition, DCS systems have made it even easier to configure
alarms than previous hard wired systems. As a result, alarms are designed for almost every
purposes of a plant without proper analysis and rationalization, leading to alarm overflow.

The alarm flood is a very crucial problem in process industries which is defined as
a situation in where several hundreds of alarms appear on the screen within minutes of
the upset condition and the appearance of these alarms has an adverse cascading effect
on the complete Plant operation. We consider a situation to be an alarm flood when more
than 10 alarms per 10 minutes arrive at the operator’s panel [28]. According to a study
conducted by Matrikon and published by (Rothenberg, 2009) as shown in table 1.1, the
number of alarms appearing in various industries was significantly high as compared to
the benchmarks given in the Engineering Equipment and Materials Users Association
(EEMUA) benchmark. These studies have also highlighted and emphasized the need for
proper alarm management [58].

Table 1.1 Cross industry alarm activation study (Adopted from (Rothenberg, 2009))

EEMUA Oil and Gas Petrochem Power Others
Average alarm per day 144 1200 1500 2000 900
Average standing alarm 9 50 100 65 35
Peak alarm per10 mn 10 220 180 350 180
Average alarm / 10mn interval 1 6 9 8 5
Distribution%(high- low -Med ) 80/15/5 20/40/35 20/40/35 20/40/35 20/40/35
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Chapter1 Introduction

Most of the alarms during alarm flooding are nuisance. Chattering alarms, fleeting
alarms and stale alarms are all common forms of nuisance alarms [43]. Different types of
alarms are defined as shown in table 1.2.

Table 1.2 Definition of different type of alarms.

Alarm type Definition

Nuisance alarm An alarm that annunciates excessively, unnecessarily, or does not return to normal after the correct response is taken.

Chattering alarm An alarm that repeatedly transitions between the alarm state and the normal state in a short period of time.

Fleeting alarm Fleeting alarms are similar short-duration alarms that do not immediately repeat.

Stale alarm An alarm that remains in the alarm state for an extended period of time.

False alarm A false alarm is an alarm that is raised when the variable is behaving normally.

Missed alarm a missed alarm occurs when the process is behaving abnormally but no alarm is raised.

To improve the overall alarm system, we either redesign the whole system depending
on the available process performances or by applying various alarm configurations (on the
existing alarm system). Alarm systems are closely related to fault detection and identifica-
tion/isolation, first a fault is detected then operator is informed about the occurrence of
fault by raising an alarm.

Based on the method used to configure thresholds, the design of an alarm system can
be classified into two categories: univariate and multivariate. In the univariate design,
the alarm threshold and processing techniques are configured for an individual process
variable. Whereas for multivariate design; they are designed for a latent variable which is
usually a linear combination of several process variables [51]. However, incorrect setting
of the alarm threshold may result in false, missed and redundant alarms and may delay
alarm’s activation.

To assess the performance of alarm systems, in a processing industry three indices are
evaluated: the false alarm rate (FAR) , missed alarm rate (MAR) they both quantify the

Alarm	annunciation	and	clearance	methods

UnivariateMultivariate

Set-pointMultiple
	set-points

Multiple	
order

Correlation
analysis	

&
Parent	child	
analysis

Multivariable	
Combination
Multivariable	
statistics Statistics	knowledge

Model
Intelligent	
Algorithm

Dynamic	
Threshold

Dead-bands

Delay
Timers

Filters

Fig. 1.1 Annunciation and clearance methods of alarm system design.
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Chapter1 Introduction

accuracy of the alarm; and the expected detection delay (EDD), which is the average time
required to activate an alarm and quantifies the latency of the alarm system.

The knowledge of FAR, MAR and EDD is therefore important to include preventive
measures in the system design. To reduce the number of unnecessary redundant alarms,
a conventional approach is to review top ten worst alarms. In this method, from a list
generated, alarms are reviewed one by one starting from the most frequent one and the
root cause is identified [16]. Many of these generated alarms can simply be removed by
properly adjusting alarm thresholds [39]. Alarm thresholds are normally set considering
certain confidence range, e.g. µ±σ (where µ is mean and σ is standard deviation of the
process variable) [37].

1.2 State of the Art

Alarm management has recently attracted academia as a potential research sector because
of industrial demand. With the advancement of communication and computer technologies,
the complexity of the process industries has increased many times. In order to maximize
their installation reliability, efficiency, product quality and profitability, industry is now
attempting to monitor thousands of process variables. The negative side is that hundreds
or thousands of configured alarms are present and operators are lost in an information sea.

A lot of research has been done in this domain such as alarm system design, optimiza-
tion and routing performance assessment [49]. Furthermore, there exist many problems in
the designing path of alarm systems due to modeling noise and uncertainties.

According to many industrial studies, modern alarm systems suffer from alarm flood-
ing; the reception of a large number of alarms that cannot be managed by the operator.
These alarms are named nuisance alarms, came in many forms: chattering, repeating,
staling alarms. The detection of chattering and repeated alarms has been investigated by
[66] where an online method has been presented to detect and reduce them by regulating
alarm threshold and employing delay-timers. As an extended work, by exploiting alarm
duration and intervals, delay-timer has been designed to minimize nuisance alarms [67].

Alarming methods can be categorized into two categories; univariate and multivariate
category. Despite multivariate method, univariate methods are massively applicable in
industry, they are simple to design and implement since they use a single process vari-
able. Threshold-based method, filters, dead-band and delay-timer are some of techniques
employed in univariate alarm systems. Reference [62] has deployed rank order filters for
alarm system design where FAR and MAR have been computed. Reference [4] presented
time-dead band method where design procedures have been developed. Three types of
delay-timer were introduced, conventional delay-timer [70], Genezalized delay-timer [2]
as well as multi-setpoint delay-timer [61] for alarm system configuration. Based on an

4



Chapter1 Introduction

objective function (J), optimal alarm filter has been designed where J is minimal [13, 8].
However univariate alarming techniques are restricted in complicated alarming conditions.

Various techniques for managing these numerous alarms have been used in the litera-
ture. We review current and existing methods trends in the design and improvement of
alarm systems in this sections.

1.2.1 Filters, Delay-timers and Dead-bands

Techniques like filters, dead-bands and delay timers are widely used in the process industry
to reduce false and disturbing alarms. Rank filters are the most interesting among all
non-linear filters because of two inherent characteristics: edge preservation and efficient
noise attenuation with impulsive noise robustness [71]. Delay times are commonly used
among all these methods for their simplicity and efficiency.

1.2.2 Alarm Threshold Design

In the development of the alarm system, univariate alarm systems is the most used method
for design. Generally, one process variable is monitored and continually compared to
a threshold. Incorrect setting of the threshold may, however, lead to false, missed or
redundant alarms and may result in delayed alarm activation [35]. In [35, 36, 70] an
overall design framework for alarm is introduced. The alarm system’s performance is
measured based on three metrics: FAR, MAR and the Expected Detection Delay (EDD). A
threshold design process is presented in [35] for the various techniques of signal processing
(filter, timer and dead-band).

1.2.3 Alarm Threshold Optimization

In current process industries, optimizing the alarm threshold is an important part of
rationalizing the alarm system. In [21], the algorithm for change detection is proposed
to obtain the adaptive alarm thresholds; it kept the false alarm rate constant, but failed
to consider the influence of missed alarms. Nevertheless, existing alarm system design
techniques focus mostly on one stable state of operation and are unable to deal effectively
with alarm floods during transitions.

Bayesian estimation based on dynamic alarm management (BEDAM) method is
applied to determine the dynamic alarm thresholds during transitions [42]. A new method
for multivariate alarm thresholds is proposed in [26]. It sets only one limit for each alarm
variable.

5



Chapter1 Introduction

1.2.4 Alarm Priority Ranking

The alarm priority indicates the alarm’s importance. The priority assignment method
is applied to the rationalized alarm. Effective prioritization typically results in higher
priorities being chosen less frequently than lower priorities [34]. Effective use of alarm
priorities can enhance the operator’s ability to manage alarms and provide a proper
response.

In [12], an integrated model consisting of probability (P), impact (I) of potential
hazards, and process safety time (t) is presented to prioritize the alarms raised. The
proposed approach incorporates the process safety time rather than the response time
of the operator. The Alarm Prioritization System (ALAP) is developed to calculate the
severity of each alarm, categorize the alarms and rank the alarms based on their priority.
The system will get and analyze trend data from DCS. To carry out fuzzy reasoning
and achieve priority classification, the rules in the knowledge base will be combined. In
addition, the capabilities of self-learning and self-tuning can be discussed so that in the
near future the prototype system can perform automatic diagnosis of alarm patterns.

Multivariate methods, on the other hand, overcome limitations of the univariate meth-
ods; they are convenient in alarm management for situations where process variables
relationships are very complex. Alarm threshold is an important part of alarm system de-
sign where FAR and MAR are directly affected. To optimize multivariate alarm thresholds,
a new method based on FAR, MAR and correlation analysis is suggested in [26].

1.3 Report Contributions

The main objective of this thesis is to ‘design and assess a multivariate alarm system
using the combined index φ’ for a specific requirement on the FAR, MAR and EDD.

In spite of different studies and research works conducted so far, there are few works
on using multivariate statistical approach with delay timers to improve the performance of
the fault indicators, hence, the performance of alarm systems.

This study introduces the use of n-sample on-off delay-timer with a fixed threshold that
has the capabilities of alarm nuisance reduction and performance improvement. In addition
to that, the DIRECT based optimization technique is used to get optimal parameters for
designing alarm systems [17]. Finally , an industrial case study is done to confirm the
effectiveness of the proposed technique.

1.4 Report Organization

The organization of this report is as follows.

6



Chapter1 Introduction

Chapter II discuss the necessary background used in the next chapters such as Multi-
variate Statistical Process Control(MVSPC), the Principal Component Analysis (PCA)
and its use in fault detection and alarm generation. Also about Markov process that was
used as a tool to compute the performance parameters.

In Chapter III, the design procedure of alarm system is illustrated with a simulated
example.

Chapter IV shows a real process alarm system design and a discussion about the
obtained results with a simulation and a comparison study. This thesis terminates with a
conclusion and future works.

7



Chapter 2

Theoretical Background

2.1 Introduction

In this chapter, the background material necessary to understand the content of this thesis
is discussed. In the following sections, an introduction to the performance specifications
of alarm systems and configuration is given. To reduce alarm overflow, a delay timer is
used which cause a time detection delay, this last is calculated using Markov processes.
Therefore, both delay timer and Markov process are explained.

The proposed method for the design of alarm system is based on multivariate design
method. So, a general framework for multivariate alarm design is introduced and the
PCA method is explained step by step. Since the performance of the alarm system is
evaluated in terms of three metrics, namely false alarm rate (FAR),missed alarm rate
(MAR) and expected detection delay (EDD). Receiver Operating Characteristics (ROC)
curve is introduced to visualize the trade-off on FAR and MAR with respect to the alarm
threshold.

2.2 Multivariate Monitoring Process

In general, alarm systems can be designed according to the type of the system, univariate
system design and multivariate system design. The most widely used statistical processing
control (SPC) techniques involve univariate methods, mainly the observation and analysis
of one variable at a time. In the univariate design, the alarm threshold and the processing
technique (dead-zone, time-delay, filter, etc.) are individually designed for each process
variable.

With the availability of DCS in almost any industrial plant, it’s possible to measure
hundreds, if not thousands of variables at a time, instead of just one. This huge amount of
data is used for control and monitoring of the plant. As a result, univariate SPC methods
and techniques provide little information about their mutual interactions. The variables

8



Chapter2 Theoretical Background

measured are not all independent. Some of these variables are correlated due to sensor
redundancy in the plant. Because of this correlation, when an anomaly occurs in the
system, many process variables are affected. Monitoring all these variables will cause
many nuisance alarms.

Multivariate Statistical Process Control (MVSPC) techniques simultaneously account
for all variables of interest and can extract information about the behavior of each variable
or characteristic relative to other variables by reducing dimensions and extracting features
as it is illustrated by fig. 2.1. Multivariate methods are based on the idea that the behavior of
a process can usually be expressed by a few independent variables, called latent variables.
Latent (or virtual) variables are obtained as a linear combination of raw process measures.
Several methods are available in the literature to obtain latent variables, including popular
Principal Component Analysis (PCA) and Partial Least Squares (PLS) methods [20, 31,
56, 64, 33, 75].

In multivariate monitoring techniques, latent variables are monitored instead of indi-
vidual process variables, resulting in fewer alarms for the same anomaly. Multivariate
methods can manage the number of alarms and alarm delay, commonly alarm floods [60].

Fig. 2.1 Dimension Reduction and Feature Extraction by MSPM Methods.

2.3 Principal Component Analysis

Principal Component Analysis (PCA) is a standard statistical tool utilized for the mon-
itoring of high-dimensional processes [1, 7, 27, 50, 5]. It is broadly used in nearly all
areas of research where the manipulation of a large number of attributes is required.PCA
is also used widely in statistical processes in general, usually used in MSPC [20] and in
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fault detection and isolation (FDI) [64]. It is a useful non-parametric method for obtaining
relevant information from a complex data set.

PCA depends upon the eigen-decomposition of positive semi-definite matrices and
upon the singular value decomposition (SVD) of rectangular matrices. PCA is an orthog-
onal transformation used to reduce the dimensionality of a data-set, which consists of a
large number of interdependent attributes, while retaining as much variation as possible in
the original data-set. This process is performed by projecting the original attribute set into
two orthogonal sub spaces called Principal Components subspace (PCs) and the residual
subspace (RS) [46]. The principal components are not correlated and are ordered so that
the former retain most of the variations present in all the original attributes. So mainly
(PCs) will capture the normal variation of data where RS ideally captures only noise .
Thus, a reduced dimension PC model can be used to detect and diagnose abnormalities in
the original system in a robust way.

The quality of the PCA model can be evaluated using cross-validation techniques
such as the bootstrap, cross validation and the jackknife. PCA can be generalized as
correspondence analysis (CA) in order to handle qualitative variables and as multiple
factor analysis (MFA) in order to handle heterogeneous sets of variables. Mathematically,
PCA depends upon the eigen-decomposition of positive semi-definite matrices and upon
the singular value decomposition (SVD) of rectangular matrices[69]. Furthermore, among
all linear dimension reduction techniques, PCA has the best mean-square error [68, 18].

Fig. 2.2 Orthonormality and Dimension Reduction from 3D to 2D Using PCA [53]

2.3.1 Working Principle of PCA

Since a change of basis is applied, PCA is clearly assuming a linear relationship between
the original data [65]. The main goals of Principal component analysis are:

1. Reducing the data dimensionality.

10
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2. Transforming the data to a set of uncorrelated variables.

Let X ∈ Rn×m be the original data matrix where m is the number of variables and n is
the number of observations:

X =


x11 · · · x1m
...
. . .

...

xn1 · · · xnm

 (2.1)

Since different physical variables and sensors have different magnitudes and scales.
Performing PCA on un-normalized variables will result in extremely heavy loads for high
variance variables. Thus, in order to eliminate the effect of different scales and units, of
the different sensors we normalize the data matrix by removing the mean of the data from
each point and dividing it by its standard deviation using the scale parameter vectors X̄

and ϵ as the mean and variance vectors, respectively. This will give a data matrix centered
at the origin with zero mean and a unit variance. The PCA problem can be seen as the
problem of finding an appropriate transformation P ∈ Rm×m applied to X results in a new
data set T ∈ Rn×m i.e

T = XP (2.2)

PCA is used to reduce the dimensions of the dataset while maintaining the maximum
variation of the original dataset. The covariance matrix defines both the spread (variance)
and the orientation (covariance) of the dataset. Therefore, the covariance/correlation
matrix S of the dataset is constructed as follow:

Σ ≈
1

n−1
XT X (2.3)

Where our data set is expressed by the matrix X ∈ Rn×m. The covariance matrix as
represented in eq. (2.3) is a biased estimator.

Using Singular Value Decomposition (SVD) on Σ yields to:

Σ = PΛPT (2.4)

We can notice that the covariance (correlation) matrix is symmetric and P is orthonormal.
Where:

• PPT = PT P = I

• Λ: is a diagonal matrix whose non-zero elements are the corresponding eigenvalues
λi of the covariance matrix Σ.

• P: is the loading matrix (m×m) consisting of the eigenvectors corresponding to the
eigenvalues of Σ.

11
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The eigenvalues in the diagonal matrix Λ represent the variance and the corresponding
eigenvectors represent the direction. Hence arranging the eigenvalues in a decreasing
order gives an ordered orthogonal basis from the greatest variance to the smallest one.

Let T ∈ Rn×m as given by eq. (2.2) be the score matrix. Its columns are called score
vectors ti, each of them associated with the corresponding principal component PCi is
the score matrix consisting of the component vectors.Equation (2.5) gives the relation
between the original data matrix X and the transformation matrix P.

X = T PT (2.5)

If only j number of PCs is kept from an original data set of m variables the previous
matrices are expressed as follow:

P = [P̂P̃]; P̂ ∈ Rm× jandP̃ ∈ Rm×(m− j) (2.6)

T = [T̂ T̃ ]; T̂ ∈ Rn× jandT̃ ∈ Rn×(m− j) (2.7)

Λ =

 Λ̂ 0

0 Λ̃

 ; Λ̂ ∈ R j× jandΛ̃ ∈ R(m− j)×(m− j) (2.8)

We then express the data matrix X as the combination of the modeled variations and the
non-modeled variation of X by the projection on the principle space and the residual space
as follow:

X = X̂+E (2.9)

X̂ = T̂ P̂T (2.10)

E = T̃ P̃T (2.11)

In summary, to get the PCA model we follow the next steps:

1. Normalize the original data matrix X.

2. Calculate the covariance matrix Σ using eq. (2.3).

3. Perform SVD on Σ as given in eq. (2.4).

where Λ is a diagonal matrix whose elements are the eigenvalues(λi) of Σ sorted in
descending order, columns of matrix P are the eigenvectors of Σ.

4. Determine the appropriate number ‘j’ of principal components PCs using any method
exists in the literature.

12
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5. Compute the loading matrix P̂ whose elements are the first ‘j’ columns of P.

6. compute the projection matrix C and C̃ using P̂ and equation 2.12.

C = P̂P̂T ;C̃ = P̃P̃T = (I−C) (2.12)

The original data matrix which has m dimension space is now substituted by the ‘j’
PCs and (m− j) RS and then all the linear correlation between the measured variables is
now removed.
When a new measurement vector x ∈ R1×m observed, it can be decomposed into two parts,
using PCA model

x = x̂+ e (2.13)

where x̂ and e are the projection of the test vector x in the two orthogonal principal and
residual subspaces, respectively. Hence, the PCA model is ready now to be used for fault
detection and alarm generation.

2.3.2 Choosing the number of principal component (PCs)

Choosing the number of principle components representing the original dataset is one of
the most crucial parts and plays a major role in the goodness of the PCA model. However,
an exact method to estimate the number of retained components that is guaranteed to pick
out the best number of PCs still unavailable; even though, many methods exists in the
literature, depending on the application. In this section, some of the widely used methods
are presented.

Guttman-Kaiser criteria

Kaiser-Guttman is one of the simplest methods for which we consider the number of
principal components.It was found in the early 1954, and still being the most used method
for the estimation of the number of components in PCA and factor analysis. It consists
of picking eigenvalues equal to or greater than one (the average eigenvalue), to have a
practical significance. This means that we only take components whose eigenvalues are
greater than 1 [25]. A modification to the Kaiser criterion was suggested in [44] in order
to deal with the significance problem, a reasonable choice is to select a cut-off less than 1,
the value proposed in [45] was 0.7 which will be referred to as J7 criteria. The difference
between the number of picked components using Kaiser’s and Jolliffe’s methods can be
dramatic.
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Cumulative Percent of Variance (CPV)

Another commonly used method for adaptive models proposed in [76] is the percentage
cumulative variation CPV, in which the number of PCs we retain (j) contributes to a
specific cumulative percentage of the total change in original data, calculated as follows:

CPV =

∑ j
i=1λi∑m
i=1λi

×100 (2.14)

Choosing high CPV will result in a very noisy-sensitive model. On the other hand,
low CPV gives a model that is less sensitive to anomalies.Usually, a percentage between
80−85% is used in some context while some references encourages the use of percentages
greater than 85%, but the optimal selection that guarantees the best representation for
the data is a data-dependent and still out of reach. The optimal value of the CPV that
best represents the data may vary widely according to the amount of noise present in the
measurement and the redundancy between the different variables. Due to the absence of
a clear rule, CPV turns out to be subjective and the fact that the cumulative percentage
increases with the increase of the number of components makes the method uncertain.

Cross Validation

Cross validation (CV) is one of the technique used to test the effectiveness of a machine
learning models, it is also a re-sampling procedure used to evaluate a model if we have a
limited data. CV works based on the principle of dividing the available set of data into
two parts, training and testing sets. The training set is used to estimate a model while
the testing set is used to validate that model [57]. Basically, a PCA model have to be
constructed for i=1,2,· · · ,m and the one that best satisfies the selected GFC is selected.
Reference [7] discussed Cross validation in details.

Parallel Analysis

Parallel analysis is a sample-based adaptation for the population-based k1 rule, which
implies Monte Carlo simulation process [29]. The methodology is based on comparing
the eigenvalues of the Covariance/Correlation matrix of the original data set with those
of a randomly sampled data set from normally distributed population. A component is
considered to be significant once the associated eigenvalue is larger than the one generated
from the random sample. Based on the fact that a method based on random sampling
may exhibit a large variability, it is usually required to repeat the generation of the
pseudo-eigenvalues for k-times. Having a set of ordered pseudo-eigenvalues for each
experiment, one could increase the estimation by taking either the average eigenvalue for
each component or by assessing the empirical distribution of the eigenvalues associated
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with a given component to determine an upper confidence limit for each pseudo-eigenvalue
with a pre-selected percentile [23].

The algorithm of PA as stated in [29] is summarized as follow:

1. Calculate the eigenvalues of the covariance/correlation matrix: λ = {λ1,λ2, · · · ,λm}

2. Generate k-sets of random data with the same size as X (Zi ∈ R
n×m, i = 1,2, · · · ,k)

3. Compute the eigenvalues of Zi and store them in Ξ ∈ Rk×m (Row-wise).Wehre ξi j is
the jth eigenvalue of the ith generated data-set.

Ξ =


ξ11 ξ12 · · · ξ1m

ξ21 ξ22 · · · ξ2m
...

...
. . .

...

ξk1 ξk2 · · · ξkm


(2.15)

Do either:

• Compute the average eigenvalue Ξ̂ = [ξ̄1, ξ̄2, · · · , ξ̄m]

• Compute the α-percentile of each column Ξ̂ = [ξ1α, ξ2α, · · · , ξmα] where α
usually selected between 0.95 and 0.99.

4. Retain only the components for which Ξ̂i > λi.

The study carried in [77] concludes that PA is the best of the studied methods, it was
found to be able to retain the exact number of components in about 92% of the cases
with 66% of the estimation errors are over estimations. Furthermore, PA was found to be
insensitive to the distributional form of the data [14, 19].

There exist many other methods to determine the required number of principal compo-
nents such as Scree-plot, Bootstrapp, Minimum Average Partial (MAP)and Broken Stick
method (BS). These methods are explained in details in [7, 19, 14].

2.3.3 PCA in Multivariate Systems

PCA is often used in multivariate alarm systems as a modeling tool either PCA-Based
Fault Detection or PCA-Based Fault identification.

Hotelling’s T2

Hotelling’s T 2 statistic measures variations in PCS [30], it is a fault detection index and it
was proposed by Hotelling (1947)[31], it is given by:
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T 2 =

n∑
i=1

Ti j

λ j
= xT PΛ−1PT x (2.16)

Its control limit noted by Tα decides weather the process is healthy or faulty, and it is
given by eq. (2.17).

Tα =
(n2−1)a
n(n−a)

Fα(a,n−a) (2.17)

where Fα(a,n− a) is the critical value of the Fisher–Snedecor distribution with a and
(n−a) degrees of freedom. i.e a is the number of retained principal component.

Q Statistics

The Squared Prediction Error (SPE) index which is known also as Q statistics measures
the projection of the sample vector on the residual subspace (RS) [40]. It is a measure of
the difference or residual between the sample and its projection in the model.

Q = ∥e∥2 = ∥(I−C)x∥2 (2.18)

Jackson and Mudholkar [1979]([20, 40]) developed an expression for the control limit of
SPE noted by Qα. The process is under healthy state if inequality given in eq. (2.19) is
satisfied.

S PE ≤ Qα (2.19)

And:

Qα = θ1

cαh0
√

2θ2
θ1

+1+
θ2θ0(θ0−1)
θ21


1
θ0

(2.20)

where: θi =
∑m

j=a+1λ
i
j , for i = 1,2,3 ; and h0 = 1− 2θ1θ3

3θ22
and cα represents the 1−α percentile of the standard normal distribution.

In practice, a single index is better used than both T2 and Q for process monitoring.
Yue and Qin [73] have proposed a practical alternative, namely a combined index.

The Combined Index φ

Reference [73] propose an index which is a combination between S PE and T 2 , while
reference [56] suggest a combined index without given its control limit.

φ =
S PE(x)

Qα
+

T 2(x)
Tα
= xTΦx ∼ gχ2 (2.21)

We use the approximate distribution to calculate the confidence limits of the combined
index. The distribution of φ can be approximated using gχ2(h).
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Fig. 2.3 Comparison between confidence regions for four statistical indices.

In this study, we will use this index to perform alarm design and performance assess-
ment on the cement plant process.

2.4 Alarm Performance Assessment

The decision to trigger an alarm always depends on a single variable that can be a real
process variable or a latent variable (multivariate techniques). The alarm is always
triggered by this variable, exceeding a certain limit [38, 35]. However, incorrect settings
for alarm limits or thresholds result in a poorly performing alarm system. To evaluate
the performance of the alarm system, we must calculate the accuracy of the design False
Alarm Rate (FAR) and Missed Alarm Rate (MAR). Both provide a measure of the accuracy
of alarm systems.

Considering the process variable in fig. 2.4. Assume that the first and second parts
of the data constitute both normal and abnormal conditions, respectively. The ideal
monitoring system should not trigger any alarm for the first part and the second part should
be continuously alarmed. Therefore, an alarm triggered in the first part is seen as a false
alarm. Likewise, in the second part if the alarm has been removed, it is considered to be
an alarm that is missed. Good design with higher precision and accuracy shows low, false
and missing alarm rates.

According to the minimum probability of error and the Bayesian decision theory [32],
the false alarm probability is the area under the normal data distribution curve (p1 in
fig. 2.4), and given by eq. (2.22). The missed alarm rate is the area under the abnormal
data distribution curve (q1 in fig. 2.4), and given byeq. (2.23) [70, 32, 54].

FAR =
∫ +∞

xtp

q(x)dx (2.22)

MAR =
∫ xtp

−∞

p(x)dx (2.23)
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Fig. 2.4 Process data and corresponding PDFs( p1,p2,q1,q2 denotes probabilities and
L0,L1 denotes likelihoods for fault-free and faulty casses).

where q(x) is the pdf of process variable (latent variable) in the normal state (L0) and p(x)
is the pdf of process variable (latent variable) in the abnormal state (L1).

For the alarm variable of fig. 2.4, if a lower threshold is selected, there will be a lot
of false alarms. However, only a few alarms will be missed. On the other hand, if a high
threshold is selected, the number of false alarms will be significantly reduced, but many
alarms will be missed. Therefore, a tight alarm limit will cause many false alarms, but few
missed alarms. And a loose alarm limit will only cause a few false alarms, but a lot of
missed alarms. This is a very important alarm system design trade-off: the false alarm rate
compared to the missed alarm rate.

The accuracy of the alarm system can be demonstrated by a receiver operating charac-
teristic curve (ROC) [74]. The ROC curve is the plot of the probability of missed alarm
versus the one of false alarms as the trip point changes from −∞ to +∞. Since the design
of alarm system seeks to minimize the false alarm and missed alarm rates, the ideal point
in the ROC curve is the origin. However, in most cases this is not possible because of the
overlap between normal and abnormal data distributions [59]. The optimum curve point is
then the closest point to the origin as shown in fig. 2.5. The ROC curve and the optimum
point also depend on types of alarm design method used and weight given on FAR and
MAR.

Other than the false and missed alarm rates, the time required to trigger an alarm is
another important performance indicator in alarm systems. Once an anomaly has occurred,
alarms may not be raised instantly due to various system delays brought about by various
reasons including network delays, poor implementation, hardware problems, sensor failure
and data loss [3]. We call this time difference between the actual instance of the fault and
the one when an alarm is raised by detection delay.
Detection Delay = Fault occurrence - Alarm rising
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Fig. 2.5 Example of a simple ROC curve showing the selection of the best threshold.

Techniques such as delay timers, dead-bands and filters are widely utilized in alarm
systems and enhance the effectiveness of the control method, but also increase detection
time [2]. However, delays in detection may continue to happen even if the above techniques
are not used, as it is directly related to the position of alarm threshold.

For safety reasons it is important to estimate the average time required to trigger an
alarm known as the expected detection delay (EDD), which provides a measure of the
latency of the alarm systems.

2.5 Processing the Alarm Variable

Regardless of the model’s accuracy or design quality, the alarm variable carries some
noise. Due to this noise, comparing the alarm variable to a threshold may cause false and
chattering alarms. To improve alarm quality and reduce the number of false warnings, the
alarm variable should be processed. Processing reduces variable noise and simplifies the
design of the threshold. PCA itself considered as noise decoupling tool that proves its
efficiency in noise rejection. Simple processing techniques can reduce false alarms if used
correctly, such as filtering, dead-band and alarm delays [38, 3]. In this thesis, only delay
timer would be discussed but to understand the working principle of the delay timer first,
the Markov chain process has to be explained.
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2.6 Markov Process

A Markov process is an independent process where outcome at any time instant depends
only on the outcome that precedes it and none before that [55]. In this thesis Markov
processes are used to estimate the FAR, MAR and EDD for delay-timers. One can describe
the Markov chain process as follow:
Let {Xt, t = 0,1,2, · · · } be a finite set of random variables indexed by time t, and therefore
{Xt, t = 0,1,2, · · · } is referred to as a discrete stochastic time process. This random variables
set takes values from {i = 0,1,2, · · · } non-negative integer set, unless otherwise specified.
For example, if Xt = i then it is said that the process is in state i at time t [72].

A stochastic process {Xt} is said to have the Markovian property if:

P{Xt+1 = j | Xt = i,Xt−1 = kt−1, · · · ,X1 = k1,X0 = k0} = P{Xt+1 = j | Xt = i} (2.24)

for (t = 0,1,2, · · · ), and all states (i, j,k0,k1, · · · ,kt−1).
The conditional probabilities P = {Xt+1 = j | Xt = i} are called one-step transition probabil-
ities for each i and j, if:

P{Xt+1 = j | Xt = i} = P{X1 = j | X0 = i} (2.25)

then the Markov chain is said to be stationary and P = {Xt+1 = j | Xt = i} is usually denoted
by Pi j. Since the one-step transition probabilities do not depend on the step numbers,
this implies that the transition probabilities do not change in time. The n-step transition
probabilities, usually denoted by P(n)i j , are defined as follows: For each i, j, and n (where
n = 1,2, · · · ):

P(n)i j = P{Xt+n = j | Xt = i} = P{Xn = j | X0 = i} (2.26)

for all t = 0,1,2, · · · .
One method for calculating these n-step transition probabilities is the Chapman-

Kolmogorov 1 equations:
P(n)

i j = P(r)
ik P(n−r)

k j (2.27)

for all i, j,n,and 0 < r < n.
Applying the Chapman-Kolmogorov equations, it is easy to show that :

P(n)
i j = Pn

i j = Pi jPn−1
i j = Pn−1

i j Pi j (2.28)

1An identity relating the joint probability distributions of different sets of coordinates on a stochastic
process.
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Where P is the one-step transition matrix, thus the n-step transition matrix can be obtained
by calculating the nth power of the one-step transition matrix [63].

A Markov chain is ergodic if there is a positive probability to pass from any state
to any other state in one step. A Markov chain with more than one state and just one
out-going transition per state is either not irreducible or not aperiodic, hence cannot be
ergodic [22]. For a Markov chain, a simple test for ergodicity is using eigenvalues of
its transition matrix. The number 1 is always an eigenvalue. If all other eigenvalues are
positive and less than 1, then the Markov chain is ergodic. This follows from the spectral
decomposition of a non-symmetric matrix.

To summarize everything if S Is a set of independent states; the process begins in one
of these states and moves from one state to another successively. If the chain is currently
in state S i, then at the next step it moves to state S j with a probability denoted by Pi j

(transition probability) which does not depends on which state the chain was in before
the current state. With probability Pii, the process can also remain in its current state i.
The starting state is specified by the initial probability distribution, defined on S . This is
usually done by specifying a certain state as the initial state [72, 47, 55].

If we consider a Markov Process with a limited number of states, we can define the
probability matrix (Transition probability matrix) as follow:

P =



P11 P12 · · · P1 j · · ·

P21 P22 · · · P2 j · · ·
...

...
...

...
...

Pi1 Pi2 · · · Pi j · · ·

· · · · · · · · · · · · · · ·


(2.29)

Where Pi j are transition probabilities [47].
A probability vector π is called invariant for the Markov process if π = πP. Alterna-

tively, π is a left eigenvector of P with eigenvalue 1 [52].
For the left eigenvector π of the matrix P to exist (π = πP) the Markov process must

satisfy the following two conditions as explained in [70, 3, 2, 54]:

1. The summation of all entries in each row of P is 1 (
∑

j Pi j = 1).

2. All the entries of P are non-negative Pi j > 0.

To satisfy these conditions and the definition of Markov process, we make the following
assumptions on the process data:

• Process data is independent and identically distributed (I.I.D.), i.e., at each sampling
instant, the process data (random variable) has the same probability distribution as
the other instants and all are mutually independent.
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• Probability density functions of the fault free and faulty data are known. These
distributions can be estimated from historical data.

In alarm systems, a process might be in two states from the alarm perspective: alarm
state (A) and no alarm state (NA). In this thesis, Markov processes are used to model these
states, estimate the detection delay for delay-timers and calculate the probabilities of false
and missed alarms.

2.7 Conclusion

In this chapter, PCA as a multivariate statistical approach is presented. The mathematical
background of PCA models was explained as well as the selection of the model parameters,
such as the number of principal components and the loading matrix. Furthermore, the
use of PCA-based fault detection and identification using the Hotelling’s T 2 and Q

statistics was presented with an additional index called the Combined ϕ which proves its
effectiveness as a single index. In addition to that, alarm performance assessment was
discussed with the aid of Markov process.
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Alarm System Design Using
Delay-Timers

3.1 Introduction

A delay-timer is a simple but efficient way to reduce false and missed alarm rates and
make the system less sensitive to noise and external process problems. Generally, an alert
is decided on the basis of one sample; that is, if one sample exceeds the alarm limits, it
should be raised and the alarm should be removed if one sample returns to an acceptable
operating range. In practice, operators only wait a while before taking the appropriate
action to ensure that the alarm is persistent [38]. This can be used to design alarms to
improve the quality of the surveillance system. In such case, only one sample exceeding
alarm limits will not raise the alarm.

In alarm systems, two types of delays are applied: On and off delay timers. In general,
on delays timers are useful to prevent fleet alarms, and off delays timers can lock the alarm
when repetitive alarms are raised. The main design parameter of a delay-timer is its length
n. Although this technique may significantly reduce false alarms; detection-delay is the
unwanted consequence in alarm activation [2, 74].

3.2 Working Principle of Delay-Timers

A standard n-sample on-delay is an alarm configuration triggered by the system status
switching from non-alarm NA to alarm state A when the variable continually exceeds
the alarm threshold of at least n samples consecutively in normal conditions. Similarly,
once the alarm is triggered, it is only clear if m consecutive samples fall below the alarm
threshold and the system switches from alarm A to non-alarm NA. This is referred to as
an m-sample off-delay timer configuration. For on-delay, if the system returns to normal
operating status during the intermediate states, alarm is not activated and vice versa for the
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Table 3.1 EEMUA Recommendations for alarm delay

Signal Type Recommended Maximum Delay

Flow 15 sec
Level 60 sec

Pressure 15 sec
Temperature 60 sec

off-delay case. In terms of safety, on-delay timers are more sophisticated than off-delay
timers since are associated with the alarm activation [2, 38, 35, 70].

As the system should work in the normal range, returning to normal state (alert
clearing) should be easier than drifting out of it (alarm raising). Therefore, m is normally
chosen to be less than n. We assume, however, m = n in our work for simplicity. Delays in
the various loops as shown in table 3.1 are recommended by industry standards (EEMUA,
2007) [38].

Increasing the delay timer sample number will reduce the FAR and MAR rates, while
increasing the time delay [74]. Thus the threshold limit and the number of delay number n

form the two main alarm design parameters.

3.3 Markov chain & Delay-Timers

A Markov chain diagram can model the transition between the alarm and non-alarm states
of a process variable with a delay-timer.

Assuming that in a fault-free operating region, the probability that one sample exceeds
the alarm limit is p1 and that one sample is within the alarm limit is p2. As with the faulty
area of operation, q1 is the probability that one sample is within the alarm limit, and q2 is
the probability that one sample is above the alarm limit. Thus p2 is 1− p1 and q2 is 1−q1

and it is possible to construct a Markov process for both normal and abnormal operating
region as shown in fig. 3.1.

(a) Markov chain for n on/off delay timer in
normal condition

(b) Markov chain for n on/off delay timer in
abnormal condition

Fig. 3.1 Markov diagrams for normal and abnormal condition
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Provided that the process variable is initially within the normal operating range, without
an alarm (NA state in the Markov process). If the next sample remains within the range
(with a probability of p2), no alarm will be triggered and NA status will remain. If a sample
exceeds the alarm limit (with probability p1), the system will switch to an intermediate
state, NA1, but no alert will be activated. In NA1 state, if the following sample does not
exceed the threshold, the system will return to NA. The anomalous sample is viewed as
an outlier for this situation and has no impact. On the other hand, if the following sample
is out of range (with a probability of p1), the system will enter a second intermediate state
NA2 and this procedure will be delayed.
In each of NAi’s intermediate states, if a sample returns to normal, the Markov process
returns to the NA state. If the process is in the state of NAn−1, the last n−1 samples are all
outside the acceptable range. If another sample exceeds the limit, the alarm is triggered.
Therefore, the process will go to alarm state A with a probability p1. A similar reasoning
is used to clear the alarm and return the process to the non-alarm NA’s state. Note that the
alarm is always triggered in intermediate states Ai and will not be cleared until the process
reaches NA state [35, 37, 38].

3.4 Performance Indices for Conventional On/Off Delay

In this section, we will propose expressions for the false alarm rate (FAR), missed alarm
rate (MAR) and the detection delay (EDD) using the Markov process and the conventional

on/off delay-timer.
It is very important to conduct a careful safety analysis in designing the delay-timer
parameters (time and alarm limit).

3.4.1 Probability of False Alarm

If the system is supposed to work in the normal region, any triggered alarm will be
regarded as a false alarm. According to the Markov’s proposed process the probability of
false alarm is then the sum of the probabilities of alarm states (Ai).

P(false alarm) = PFA = P(A1)+P(A2)+ · · ·+P(An) (3.1)

Here, P(Ai) indicates the probability of the steady state Ai and can be calculated using
the Markov chain theory. For the Markov diagram shown in fig. 3.1a, the probability of
false alarm in the case of n-sample alarm on/off delay is:

FAR =
pn

1
∑n−1

i=0 pi
2

pn
1
∑n−1

i=0 pi
2+ pn

2
∑n−1

i=0 pi
1

. (3.2)
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Proof:

Let Tik be the number of steps taken for the transmission from state i to another state
k, and P(l)

ik as the probability of Tik = l thus:

P(l)
ik = P(Tik = l)

For l = 1, the matrix P of one step transition probability is:

P =



p2 p1 0 · · · 0 0 0 · · · 0
p2 0 p1 · · · 0 0 0 · · · 0
...
...
. . .

...
...
...
...
...
...

p2 0 · · · 0 p1 0 0 · · · 0
0 0 · · · 0 p1 p2 0 · · · 0
0 0 0 · · · p1 0 p2 · · · 0
...
...
...
...
...
...
...
. . .

...

0 0 0 · · · p1 0 0 · · · p2

p2 0 0 · · · p1 0 0 · · · 0



(3.3)

Here, the element locating at ith row and the jth column of the matrix is the one
step transition probability of the state from i to j. Based on the theory of the stationary
distribution.
For an irreducible ergodic Markov chain, the limiting probability πk = liml→∞P(l)

ik > 0
exists ,being independent of the initial state, and satisfy the equality (3.4)

∑
k

πk = 1 (3.4)

Because the Markov chain has only a finite number of states, these limiting probabilities
satisfy Equation (3.5)

Π = ΠP (3.5)

Where:

Π = [π1,π2, · · · ,π2n] (3.6)

Rewriting Equation (3.5) as:
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

P2(π1+π2+ · · ·+πn)+ p2π2n = π1

p1π1 = π2

p1π2 = π3
...

p1πn−1 = πn

P1(πn+πn+1+ · · ·+π2n) = πn+1

p2πn+1 = πn+2
...

p2π2n−1 = π2n

(3.7)

From eq. (3.7) we have: 
π2 = p1π1
...

πn = pn−1
1 π1

(3.8)

and 
πn+2 = p2πn+1

...

π2n = pn−1
2 πn+1

(3.9)

Using eq. (3.8),eq. (3.9) and eq. (3.4), the first equality in eq. (3.7) can be, respectively,
written in the following form: π1(1+ p1+ · · ·+ pn−1

1 )+πn+1(1+P2+ · · ·+Pn−1
2 ) = 1

P2π1(1+ p1+ · · ·+ pn−1
1 )+ pn

2πn+1 = π1

So, we can easily obtain πn+1 as:

πn+1 =
pn

1

pn
1(1+ p2+ · · ·+ pn−1

2 )+ pn
2(1+ p1+ · · ·+ pn−1

1 )
(3.10)

From eq. (3.1) we get:

FAR = P(A1)+P(A2)+ · · ·+P(An)

= πn+1+ · · ·+π2n

= πn+1(1+ p2+ · · ·+ pn−1
2 )

=
pn

1(1+ p2+ · · ·+ pn−1
2 )

pn
1(1+ p2+ · · ·+ pn−1

2 )+ pn
2(1+ p1+ · · ·+ pn−1

1 )

which proves Equation (3.2).
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3.4.2 Probability of Missed Alarm

The missed alarm rate is the sum of all probabilities of no alarm states in the Markov
chain under the faulty region (fig. 3.1b) of operation when delay-timers are applied.PMA =

P(NA1)+P(NA2)+ · · ·+P(NAn) The same procedure can be followed for MAR calculation.
With the difference that probability density function for abnormal data is used. If q1 is the
probability of one sample of abnormal data falling within the normal range and q2 = 1−q1.
For calculation of MAR, the probability distribution of faulty data and the transition
probability matrix, Q should be used, where Q can be obtained replacing probabilities p1,
p2 by q2, q1, respectively, in equation 3.3, the missed alarm probability is given by :

MAR =
qn

1
∑n−1

i=0 qi
2

qn
1
∑n−1

i=0 qi
2+qn

2
∑n−1

i=0 qi
1

. (3.11)

where the matrix Q ∈ R2n×2n is:

Q =



q1 q2 0 · · · 0 0 0 · · · 0
q1 0 q2 · · · 0 0 0 · · · 0
...
...
. . .

...
...
...
...
...
...

q1 0 · · · 0 q2 0 0 · · · 0
0 0 · · · 0 q2 q1 0 · · · 0
0 0 0 · · · q2 0 q1 · · · 0
...
...
...
...
...
...
...
. . .

...

0 0 0 · · · q2 0 0 · · · q1

q1 0 0 · · · q2 0 0 · · · 0


Equation (3.11) can be proved by taking a procedure similar to that in the proof of

FAR.

3.4.3 The Expected Detection Delay

Besides the false alarm and missed alarm rates, detection delay is another important
performance index in alarm systems. Detection delay is the difference of samples between
the actual instance of fault occurrence and the instance of alarm raised. If a process
variable moves from fault-free region of operation into faulty region of operation at time
To and alarm is raised at time Tr, then detection delay (DD) is given by:

DD = Tr −To (3.12)

Assume the system is in the normal state of operation. Once a fault occurs, the
time required to move from no alarm (NAi) states to alarm (A j) states is the detection
delay. Using only the first transitions from NAi to A in fig. 3.1a and at the moment of
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fault occurrence, the Markov model of the system switches from the fault-free model
(represented by P) to the faulty model (represented by Q). To estimate the EDD, concept
of hitting time is used. If the Markov model is divided into two sub-spaces, D for all alarm
states and ε for all no alarm states, the hitting time is the time required to move to D from
ε assuming the system initially started in sub-space ε [52]. The expected delay is given by
[2]:

EDD =
pm−1

2

(
pn

1q1
∑n−1

i=0 qi
2+P2

(∑n−1
j=0 p j

1
∑n− j−1

k=0 qk
2−qn

2
∑n−1

i=0 pi
1

))
qn

2

(
pm

2
∑n−1

i=0 pi
1+ pn

1
∑m−1

i=0 pi
2

) (3.13)

Equation (3.13) can be modified for different values of m and n to get special cases. In
this study we take m=n for simplicity. The solution procedure can refer to reference [3].

3.5 Alarm System Performance

In this section, we discuss the advantages and disadvantages of the conventional delay-
timer in terms of three criteria, namely, accuracy (ROC curve of false and missed alarm
rates), latency (detection delay with respect to change in parameter design (settings)) and
sensitivity (change in performance with any change in design settings).

3.5.1 Accuracy and latency

The receiver operating characteristic (ROC) curve is the plot of two alternatives when the
decision variable is changed [53]. In this study, the ROC curve is plot of FAR vs MAR
when the design parameters change. For our case, this curve will determine the accuracy
of the alarm system to detect any anomalies in the system with less possible miss or false
detection.

The latency of Alarm system is determined by the detection delay. So, the best
parameters are those lead to less detection delay.
Later on in this chapter, a simulated example will illustrate the design procedure and
shows all the system parameter for a specified performance level.

3.5.2 Sensitivity

During practical process operations, it is needy to adjust alarm design parameters for
many reasons. Therefore, it is very important to investigate the degree to which changes
in alarm design parameters affect performance indices. Here, the parameter that changes
most frequently is the alarm limit (threshold) and the number of delay-timers n. We define
sensitivity as the ratio of the infinitesimal change in the function (FAR, MAR or EDD) to
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the infinitesimal change in the alarm threshold xtp. For a fixed delay-timer n the sensitivity
can be expressed as:

S xtp
F = lim

∆xtp→0

Fractional change in the function, F
Fractional change in the threshold, xtp

= lim
∆xtp→0

∆F/F
∆xtp/xtp

=
xtp

F
∂F
∂xtp

(3.14)

Here F can be any of the FAR, MAR, and EDD expressions derived earlier.

3.6 Proposed Method

In the following section, a case study is represented which shows how the proposed method
of alarm system design is applied to a multivariate system.
For example, consider 9 measurement variables of the following system:

• Simulated Example



x1 = µ1+ ϵ

x2 = 2µ1+ ϵ

x3 = x2+ ϵ

x4 = 2x3+ x1+ ϵ

x5 = µ2+ ϵ

x6 = 3µ1+ x4+ ϵ

x7 = x1+ x6+2x3

x8 = 2x6+3x5+ ϵ

x9 = x8+ x5+ x1+ ϵ

(3.15)

Where: ϵ is a white noise
µ1 ∼ N(0,0.1) ; µ2 ∼ N(3,0.2)

Next, the training data-set is stored in a data-matrix X. Then, we apply PCA algorithm.
X = [x1, x2, x3, x4, x5, x6, x7, x8, x9]T ∈ R1500×9. While designing alarm systems, some

specifications should be respected to assure its good performance. PCA method has been
used to reduce the dimension of the data, the number of retained principle components is
determined using the Kaiser’s criterion, two principal components are retained as expected
since the independent used variable were 2. The loading matrix is calculated using eq. (2.3)
and eq. (2.4). Using the procedure explained in section 2.3.1, the PCA model is built.
The initial thresholds for both Hotelling T 2 and SPE are respectively calculated using
eq. (2.17) and eq. (2.20):

Tα = 9.2510 (3.16)
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Fig. 3.2 Flow chart for the proposed method

Qα = 0.0643 (3.17)

After validating the model with testing data-set, and using eq. (2.21) the combined
index φ is used in the alarm system design. Figure 3.4 monitor the process under normal
and abnormal situation (For the smallest possible abnormality), the fault occurrence is
from the sample 1500 till the end of simulation.

With the aid of maximum likelihood estimation (MLE) method, we can estimate the
parameters of the PDFs functions for both fault-free and faulty process data using the
kernel function.

Given the PDFs of the normal and abnormal condition of the simulated process in
fig. 3.5, the alarm system design will be based on the three performance indices FAR,
MAR and EDD as explained before.

The main problem that one can face when applying linear data-driven techniques, such
as PCA, to design alarm system or even for process monitoring using a fixed control limits
is constantly the high number of false/missed alarms. These false/missed alarms may
be due to the presence of random noise in the system, dynamics, nonlinear behaviours,
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Fig. 3.3 Training data-set.
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Fig. 3.4 The combined index φ(t) of system with a variation from normal to abnormal
condition at the time instant 1500.

changing in operation set-point and the mathematical expression by which the control
limits are calculated. To address this problem, if a lower threshold is selected, there will
be a lot of false alarms. However, only a few alarms will be missed. On the other hand, if
a high threshold is selected, the number of false alarms will be significantly reduced, but
many alarms will be missed. Therefore, a tight alarm limit will cause many false alarms,
but few missed alarms. And a loose alarm limit will only cause a few false alarms, but a
lot of missed alarms. This is a very important alarm system design trade-off that will be
used as a design parameter.

The design problem is formulated on how to choose the right trip point xtp and number
of sample delay n that both satisfy certain requirements on the previous performances
(FAR, MAR and EDD). Three cases will be investigated in this thesis

• Case I: Design xtp for a fixed value of n.

• Case II: Design n for a fixed value of xtp.

• Case III: Design both n and xtp.
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Fig. 3.5 The PDF’s of the combined index φ(t) in normal and abnormal condition.

3.6.1 Design of xtp for a fixed value of n

For a fixed value of n, the design of xtp is based on two compromises between FAR and
MAR / EDD. We take system 3.15 as an example to show the design procedures. the latent
variable generated in fig. 3.4 is used as a single signal that detect anomalies in the system.
The goal is to design xtp for the alarm on/off delay-timer. If we define for example n = 3
to meet the requirements FAR ≤ 5%,MAR ≤ 5%, and EDD ≤ 6h (h = 1s) ; the relation
between FAR, MAR, EDD and xtp is obtained using eq. (3.2), (3.11) and (3.13) , and is
illustrated in the three plots of fig. 3.6.
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Fig. 3.6 The relation between FAR, MAR/EDD and the trip point xtp for n = 3.

Two trade-offs between FAR and MAR/EDD are clearly noticed as xtp varies. We
notice that FAR is decreasing when xtp grows larger, but MAR and EDD are increasing,
and vice versa. Therefore, FAR, MAR, and EDD requirements will impose their own valid
ranges based on these trade-offs. The intersection of these ranges will be the final choice
to meet all these requirements; if the intersection is empty (∅), there is no way to meet all
of them by changing xtp alone.

In this case, based on fig. 3.6 satisfying the requirement on FAR, MAR and EDD
require xtp ≥ 0.52, xtp ≤ 0.71 and xtp ≤ 0.59 respectively. The intersection of these ranges
gives a valid range for xtp ∈ [0.52,0.59].
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3.6.2 Design of n for a fixed value of xtp

The number of on/off delay-timer is an important parameter since it affect FAR/MAR. For
a fixed threshold xtp, the design of n is based on the trade-off between FAR/MAR and
EDD. The objective is to design n for system (3.15) such that MAR ≤ 3% , FAR ≤ 3% and
EDD ≤ 10h for h = 1s.

The relationship between FAR /MAR / EDD with the fixed value of xtp, like in the
previous example, are obtainable from eq. (3.2), (3.11) and (3.13). The three plots in
fig. 3.7 show the relation between these parameters for a fixed threshold xtp = 0.971.
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Fig. 3.7 The relation between FAR, MAR/EDD and the number of simple delay n for
xtp = 0.97.

Here two trade-offs exist between the FAR /MAR and EDD. A larger value of n leads
to decreases of FAR and MAR but to an increase of EDD. These trade-offs will limit the
possible range of n. To meet the specified requirement, it is clear from fig. 3.7 that: from
MAR n ≥ 2, from FAR n ≥ 4 and from EDD n ≤ 8. So the valid range for n to meet all the
requirements is the intersection of these ranges n ∈ [4,8].

3.6.3 Design Both n and xtp

The design process is more complicated if both xtp and n are free. It is fundamental that
the valid values of n are first determined and then design xtp for each valid value of n. The
following example shows the design procedure, where the same latent variable is used.

The design procedure takes the following steps: the plots of MAR versus FAR (ROC)
can be obtained by varying xtp for different values of n as shown in fig. 3.8a. We choose
from this curve the range of n which can comply with the FAR and MAR requirements.
Second, using eq. (3.13) for different values of n, the relation between EDD and xtp is
shown in fig. 3.8b. Then, we find the valid range of n in order to meet the EDD condition.
From the obtained range of n.

For a criterion of MAR ≤ 4%, FAR ≤ 4% and EDD ≤ 8h for h = 1s. The range of n is
found from both graphs as n ∈ [3,9].
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Fig. 3.8 Relation between FAR, MAR/EDD for different values of n

Now, we can look for the corresponding range of xtp by exploring each value of n.
Table 3.2 shows the valid ranges of xtp for each value of n ∈ [3,9].

Table 3.2 The valid ranges of xtp for each n ∈ [3,9]

n xtp(FAR/MAR) xtp(EDD) xtp

3 [0.58,0.67] [0.50,0.81] [0.58,0.67]
4 [0.50,0.72] [0.35,0.70] [0.50,0.70]
5 [0.45,0.75] [0.32,0.63] [0.45,0.63]
6 [0.40,0.81] [0.30,0.57] [0.40,0.57]
7 [0.38,0.88] [0.29,0.52] [0.38,0.52]
8 [0.36,0.92] [0.28,0.46] [0.36,0.46]
9 [0.35,0.97] [0.20 0.25] ∅

However, only one pair of values for xtp and n can be implemented in the alarm system.
Thus, it is necessity to have an optimal value for both xtp and n. Depending on the priority
between FAR, MAR or EDD for each specific application. In reality, many optimization
criteria can be found in the literature or can be formulated to obtain the optimal values
of xtp and n. One option is to minimize EDD under certain upper borders of the FAR
and MAR. The optimum values of xtp and n must be obtained, despite a change in the
optimization criterion according to the same principal.

One solution is to choose a weighted-sum cost function as

J(xtp,n) = ω1
FAR

RFAR
+ω2

MAR
RMAR

+ω3
EDD

REDD
(3.18)

Here, RFAR, RMAR and REDD are the requirements of FAR, MAR and EDD respectively.
ω1, ω2 and ω3 are the weights of FAR, MAR and EDD respectively. Hence, the optimal
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values of xtp and n are the ones minimizing the cost function in (3.18) ,i.e:

(xtp,n) = argminJ(xtp,n).

For this simulated example, and for simplicity let the importance of the three indices
be equal to one. i.e (wi = 1; i = 1,2,3). Because of the non-linearity of FAR, MAR and
EDD, the DIRECT method which is s a sampling algorithm that will globally converge to
the minimal value of the objective is applied with a step of 0.001 to search for the optimal
values of xtp and n within their valid ranges [17, 48]. Table 3.3 shows the minimum cost
of J(xtp,n) for each value of n and its corresponding threshold. The optimum values that
satisfy the design requirements are xtp = 0.5549 and n = 5.

Table 3.3 The optimal value of xtp corresponding to the minimal cost function J(xtp,n) for
each value of n.

n xtp Min J(xtp,n)

3 0.6081 1.1933
4 0.5981 0.8010
5 0.5549 0.7993
6 0.5173 0.8562
7 0.4849 0.9364
8 0.4649 1.0301

After the design process, a simulation could be done using Matlab Simulink (State-
flow) to implement Delay-timers with the obtained results from the Design. The output of
this simulation is the Alarm signal. This will be done in the Industrial case study later on.

3.7 Conclusion

In this chapter, three performance specifications of alarm delay-timers, namely, the FAR,
MAR and EDD, are calculated for conventional delay-timers. Some preliminary sensitivity
analysis are also discussed. A simulated example is presented to show the steps of the
proposed method and design procedure for designing multivariate alarm system. As a
future extension, further study on the sensitivity advantage of conventional delay-timers is
required by a systematic approach.
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Industrial Application

In this chapter, a real application is done to illustrate the performance assessment of the
alarm system. The Data was taken from the rotary kiln process that construct the PCA
model. More details about the process is availlable in Appendix B.

4.1 Process Description

Ain El Kbira Cement Company, or SCAEK, was founded in 1998 as a cement factory. It
went public in mid-2016. The company produces ordinary and special cement mixtures.
SCAKs headquarters and factory are located in the region of Setif, northern Algeria. Its
annual production capacity is estimated at 3,200,000 tons of cement. Cement production
is composed of five areas; beginning with the quarry where the limestone rocks are
dug out and crushed, comes after the raw meal area where limestone, clay and iron
ore mix are grinded to some fineness. Then the material is fed to the cook area where
material undertakes many physical and chemical operations, such as drying, dehydration,
decomposition of carbonates. Some reactions are solid others involves the liquid phase
(sintering) and third are achieved while cooling. Almost the physical transformations
happen in the preheat tower whereas the main chemical reactions happen in the rotary kiln
under high temperature gradient. The product of this area is called clinker. Clinker will be
mixed to other additives and undertakes finish grinding in the subsequent area to produce
the cement. The fifth area is dedicated to packing and expedition. Ain El Kebira cement
plant in the Algerian east, where the work is conducted, is a dry process consisting of four
cyclone levels in the suspension preheater and short rotary kiln of 5.4 (m) shell diameter
(without brick and coating) and 80 (m) length, with 3 incline. The kiln is spun up to 2.14
(rpm) using two 560 (kws) asynchronous motors and producing clinker of density varying
from 1300 to 1450 (kg/m3) under normal conditions. Two natural gas burners are used,
the main one in the discharge end and the secondary in the first level of preheater tower
[9].
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Table 4.1 Data sets used for this application

Data sets Size Sampling time(s) Description

Training set X ∈ R768×44 20 Normal operation data, used to construct PCA model
Testing set X ∈ R11000×44 1 Normal operation data, used to validate the PCA model
Process fault X ∈ R2084×44 1 Normal/faulty operation data, Real process fault
Sensor faults (6 sets) X ∈ R1500×44 1 Sensor fault simulations

4.2 Design Procedure

While designing an alarm , some specifications should be respected to assure the good
performance of the alarm system. As done in section 3.6, the design’s method is as follow:
PCA method has been used to reduce the dimension of the data, the number of retained
principle components is determined using the Kaiser criterion due to its simplicity and
effectiveness. In designing the alarm system, we have used the combined as an index to
detect the deviation of the process from normal to abnormal condition. This was conducted
after building the PCA model first and validated it using the training and testing data-sets
respectively. From the real fault, the process data consists of healthy and faulty part; no
information are available about the real occurrence time of the fault. We have taken a
window of 300 samples length and move it to find that the range [251,550] samples is
the appropriate choice to fit the PDF functions. since other choices yields either in no
overlapping at all or gives the same PDF. We chose the intersection of the PDFs to be as
minimum as possible to describe the real minimum deviation possible and hence yield to
the best performance with higher deviation. The same procedure will be applied later to
both T 2 and Q statistics signals generated from the same process for comparison reason.

The relevant signals that describe the kiln system are precede history data. These data
were collected from the historian of the plant. The 44 variables was taken from an open
loop configuration to avoid the interaction between sensors; the application has no need
for pre-processing and filtering the data since PCA is a noise decoupling method.

Table 4.1 lists the different data-sets used in order to construct and validate the PCA
model, then evaluate and compare the performance of the designed Alarm system.

Table 4.2 Simulated sensor faults introduced at (500 -1000 s)

Fault Faulty variables Fault magnitude Description of the fault

SFault(1) 16 0, 5% Additive random fault, with mean 0, and variance 0.05
SFault(2) 44 −2% Abrupt additive fault, bias b=−0.02
SFault(3) 30 +2% Additive fault: Linear drift from 0% to 2%; slope Ks = 4×10−5

SFault(4) 34 −2% Additive fault: Linear drift from 0% to −2% ; slope = −4×10−5

SFault(5) 12, 18, 43 [+,−,+]2% Abrupt additive fault ±2% (multiple)
SFault(6) 4, 6, 8, 14, 24 [+,+,+,-,-] 2% Additive fault: Linear drift from 0% to ±2% (multiple); slope = ±4×10−5

SFault(7) 11 +4.5%, −5.5% Additive fault: Intermittent fault, changing intervals and amplitudes
SFault(8) 12 +5.5%, −4.5% Additive fault: Intermittent fault, changing intervals and amplitudes
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4.3 Design results using the combined index

The objective is to asses the parameters of the alarm system and redesign them if necessary
to feet the following requirements: MAR ≤ 4% ,FAR ≤ 4% and EDD ≤ 5s. Start with
building the PCA model, validate it and construct the ϕ index in the normal and abnormal
situation. The basic trip point of the system is the control limit ϕα = 1.816.

1. First, we build the PCA model for the system using the healthy data-set. The
obtained model is used to construct the Hotelling’S T 2 and Q statistics as shown in fig. 4.1.
The initial thresholds are the ones obtained from eq. (2.17) and eq. (2.20).
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Fig. 4.1 Training data-set Q and T 2 for Rotary kiln system.

After that, and using eq. (2.21) we build the combined index φ(t) as shown in fig. 4.2.
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Fig. 4.2 The Combined index φ(t) for the training data-set.

Finally, we validate the system using the testing data-set. As we notice from fig. 4.3,
there exists many false alarms due to some uncertainties that could happened during the
acquisition. That is why we will try to reduce those false alarms using Delay-timers.
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Fig. 4.3 The Combined index φ(t) for the testing data-set.

2. The next step is to construct the combined ϕ index in the normal and abnormal state
using a real fault occurs in the system. The nature and the real occurrence time of the fault
is undetermined. The basic trip point of the system is the control limit ϕα = 1.816.
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Fig. 4.4 Approximated PDFs for healthy and faulty data of the combined index ϕ using
kernel function.

Using the estimated PDFs in Fig.4.4, the performance indices FAR, MAR and EDD

are calculated from equations (3.2), (3.11) and (3.13) , in the absence of delay-timer ;
FAR = 1.4%, MAR = 45% and EDD = 1.22s. The design requirements are not satisfied.

3. Considering the design procedure discussed in section 3.6, the first step is trying
to design xtp in the base case n = 1, according to the relations between FAR/MAR, EDD

and xtp (fig. 4.5), based on the specifications MAR ≤ 4% ,FAR ≤ 4% a valid range for xtp

will be imposed. xtp ∈ [0.50,1.19] for FAR and xtp ∈ [1.59,2.50] no intersection means
that it is impossible to satisfy all requirements with n = 1 for every possible value of xtp.

Design for fixed threshold xtp

In this case, since the choose of a fixed delay-timer n = 1 does not yields to the required
results. On solution is either increase the delay number n or simply design n for a fixed
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Fig. 4.5 The relation between FAR/MAR/EDD and the trip point xtp for n = 1.

value of xtp. Choosing xtp = 1.65, the relation between FAR, MAR and EDD is represented
in fig. 4.6.

Fig. 4.6 The relation between FAR/MAR/EDD and the delay number n for xtp = 1.65.

From the relation between FAR/MAR and EDD for a fixed threshold, we can see that
the valid ranges for n that gives best results according to the previous requirement are
n ≥ 2, n ≥ 7 and n ≤ 3 for FAR, MAR and EDD respectively. Finding a valid range that
satisfies all the reqiurments will be impossible with this value for xtp.

Design for both xtp and n

Another possible way is to design the number of on/off delay-timer n and the threshold
xtp simultaneously, following the procedure done in section 3.6 the valid ranges of n are
decided by the three requirements in FAR, MAR and EDD from the relations between
FAR/MAR/EDD. Hence, from fig. 4.7 it is clear that n ≤ 6 and from the ROC curve in
fig. 4.7a n > 2 i.e (2 < n ≤ 6). The valid ranges for xtp from both FAR/MAR and EDD are
given in Table 4.3.

In practice, only one pair of xtp and n will be implemented in the Alarm system.
In order to find an optimal value for xtp and n, the DIRECT method is applied to the
performance measure given by eq. (3.18) with the same weights w1 = w2 = w3 = 1 to bring
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Table 4.3 The valid ranges of xtp for each n ∈ [3,6] and the minimum of the cost function

n xtp(FAR/MAR) xtp(EDD) Range of xtp Min J(xtp,n) xtp
3 [1.37,1.43] [0.50,1.49] [1.37,1.43] 1.3963 1.4353
4 [1.33,1.48] [0.50,1.36] [1.33,1.36] 1.3593 1.3628
5 [1.31,1.53] [0.50,1.24] ∅ / /

6 [1.29,1.55] [0.50,0.98] ∅ / /

equal significance to each performance index. The results are shown in Table 4.3. The
application of DIRECT method was the same as in the simulated example (section 3.6).
The optimum values are:
xtp = 1.3628 for n = 4 yields to FAR = 1.7%, MAR = 0.24% and EDD = 5s, which satisfy
the specified requirements.
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Fig. 4.7 Relation between FAR, MAR/EDD for different values of n

4.4 Design Results using Q and T 2 indices

In this section, we redesign the previous alarm system but using the Q and T 2 indices
instead of the combined φ(t), using the same requirements stated before, MAR ≤ 4%
,FAR ≤ 4% and EDD ≤ 5s.

The figures in the next page represents the ROC and EDD curves for deferent values
of n and Xtp for both Q and T 2.

The results of designing both n and xtp for Q and T 2 are obtained from fig. 4.11a,
fig. 4.11b, fig. 4.12a, and fig. 4.12b and summarized in Table 4.4. As we can see, there is
no valid range to fulfill these requirement for both Q and T 2, the intersection set is empty
(∅). We could find a valid range for those two indices if the conditions of the design were
less strict.
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Fig. 4.8 The eigenvalues of the covariance matrix Σ,11 principle components are retained
using Kaiser’s rule.
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Fig. 4.9 The combined index φ(t) monitoring results of a real process fault in the cement
rotary kiln.

Table 4.4 Valid ranges of xtp for each value of n (For Q and T 2).

n
xtp From FAR/MAR xtp From EDD Valid range for xtp

Q T 2 Q T 2 Q T 2

3 / / [0, 15.31] [0, 20.26] ∅ ∅
4 / / [0, 12.25] [0, 17.93] ∅ ∅
5 [15.64,16.03 ] / [0,11.27] [0, 15.71] ∅ ∅
6 [15.31,16.48 ] [21.18,21.47] [0,7.85] [0, 11.33] ∅ ∅
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(a) Approximated PDFs of T 2 for healthy and
faulty data.

(b) Approximated PDFs of Q statistics for
healthy and faulty data.

Fig. 4.10 Approximated PDFs (Q statistics and Hotelling’s T 2).
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Fig. 4.11 Relation between FAR, MAR/EDD for different values of n (Q statistics)
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4.5 Simulation

In this section, the Stateflow toolbox of the MATLAB Simulink has been used To imple-
ment the Delay-Timer. Using the obtained results from section 4.3, Figure 4.13 illustrates
the implemented 4-sample delay-timer. In this figure phi_test1 is the generated signal, and
phi_a is the threshold (the designed trip point xtp). NA1, NA2, NA3 and NA4 are “No
Alarm” states and A1, A2, A3 and A4 are “Alarm” states.

A1
entry: alarm=1;

A3
entry: alarm=1;

NA1
entry: alarm=0;

state1

NA3
entry: alarm=0;

NA2
entry: alarm=0;

A2
entry: alarm=1;

NA4
entry: alarm=0;
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entry: alarm=1;

[phi_test1>=phi_a]
2

[phi_test1>=phi_a]

2

[phi_test1>=phi_a]

1

[phi_test1<phi_a]
2

[phi_test1<phi_a] 2

[phi_test1<phi_a]

1

[phi_test1>=phi_a]
1

[phi_test1<phi_a]

1

[phi_test1>phi_a ]1

[phi_test1<phi_a]
1

[phi_test1<phi_a]
2

[phi_test1>=phi_a]

2
[phi_test1>=phi_a]

1

[phi_test1<phi_a]

2

[phi_test1<phi_a]

2

[phi_test1>=phi_a]

1

Fig. 4.13 (4-Sample) Delay-Timer implemented by Stateflow toolbox in MATLAB
Simulink

The simulation was done on the real fault and the set of simulated faults stated in
table 4.2 and plotted in. fig. 4.15. The results shown in fig. 4.16 demonstrates the alarm
annunciation of simulated faults with the designed threshold achieving by mentioned
implemented delay timer in State flow (fig. 4.13).

For the real faults shown in fig. 4.9, since the exact time of occurrence was unknown,
a perturbation is detected from sample 430. Since more than four samples stay above
the threshold an alarm has raised. An expected delay of maximum 5s still exists. The
alarm signal will still activated starting from instant (453s). The use of 4-delay simple
with the right threshold allow to enhance the performance of alarm system. If we compare
this application with the one used in [9] where A. Bakdi et al. have used EWMA-based
adaptive threshold monitoring scheme for the same system (Rotary kiln) and with the same
data-sets, we found that these performances are good enough since the use of delay-timer
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with a fixed threshold gives almost same results. However, a false alarm has rised (430s)
but still, because the design requirements set before allow a maximum of 4% FAR.

For other faults, this technique gives best results in term of FAR/MAR. As can be seen
in fig. 4.15 and fig. 4.16, when the designed threshold is considered, with the corresponding
simple delay, the requirements are satisfied. We can notice in most faults, a delay of
maximum 4 simple is always present, specially in alarm clearance. It is evident that this
type of design has better performance related to the both FAR/MAR and EDD and it
causes fewer nuisance alarms.

4.6 Sensitivity

As seen in Chapter3, the sensitivity is very important in the design of any system. There-
fore, it is necessary to investigate the degree to which changes in alarm design parameters
affect performance indices. In this case, these parameters are mainly the threshold for a
fixed alarm delay n. Equation (3.14) define the sensitivity as the ratio of the infinitesimal
change in the function (FAR, MAR or EDD) to the infinitesimal change in the alarm limit
(xtp) for a fixed delay-timer n.

S xtp
F = lim

∆xtp→0

∆F/F
∆xtp/xtp

=
xtp

F
∂F
∂xtp

Here, F can be any of the FAR, MAR, and EDD quantities derived in earlier sections. As
a specific example, eq. (3.2) for the false alarm rate of n = 4 on/off delay is considered
as it is found by the design results. Replacing p2 = 1− p1 and denoting p1 = p, it can be
shown that the sensitivity for n=4 is:

S xtp
FAR = xtp

4
(
p7−3p6+3p5− p4−2p3+3p2−3p+1

)
p (p−2)

(
p2−2p+2

) (
2p4−4p3+6p2−4p−1

)P(xtp) (4.1)

P(xtp) represents the value of the likelihood function in fig. 4.4.
Consider the sensitivity curves in fig. 4.14 which are obtained for the set of data of

the rotary kiln system designed before, with the threshold changing from 0.5 to 2.5 . It
can be seen that, a lesser value of n is more sensitive to the threshold change comparative
to a lower one. This indicates the conventional delay-timer is more sensitive to changes
in threshold in general when n gets larger. Also, we can notice small alternating for the
sensitivity, but in the region of interest the sensitivity gets larger when threshold increases,
and for a fixed threshold for example xtp = 1.3, the sensitivity is larger for large value of n.

Sensitivity analysis is very important as small changes in the distributions of normal
and abnormal data (latent variable), which may be regarded equivalently as small changes
in the threshold, can cause significant deviations in FAR and MAR; such sensitivity is not
desirable in practice.

46



Chapter4 Industrial Application

4.7 Results

Some results are highlights in the following notes:

• The use of the combined index φ guarantee good results for a strict design (MAR ≤

4% ,FAR ≤ 4% and EDD ≤ 5s), compared to Q and T 2.

• The use of Delay-Timers made the system more accurate since it reduce (FAR/MAR),
and less sensitive to change in system parameters.

• The simulation performed using Stateflow toolbox in MATLAB Simulink, confirms
the design results. Where the FAR/MAR does not exceeds its maximum limit.

• A maximum detection delay of 4s was present in most detected faults.

• The sensitivity of FAR to the threshold gets larger when xtp increases.

• For a fixed threshold, in general the performance indices are less sensitive to alarm
design parameter (xtp) when n gets larger.
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Fig. 4.14 Sensitivity curves for different values of n
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4.8 Conclusion

In each alarm system or condition monitoring system, decision-making plays an important
and vital role. Thresholding is an inseparable part of decision making, and if thresholding
had chosen wisely by designers, the system would have the best performance. It is evident
that an excellent thresholding system must separate normal and abnormal data from sensor
measurements completely. In this chapter, some methods such as simple thresholding
with delay-timers for multivariate system was proposed. It also, use the combined index
as a single signal and use it in the design of Alarm system. The numerical results of
performance assessment show that the proposed method give good results comparable
to other monitoring sheme methods. Also, the alarm annunciations showed that the
proposed methodology has a less chattering outcome. The sensitivity of the system was
also discussed in the last section. Finally, the efficiency of the mentioned methodology in
the industrial area has been proven by an industrial case study.
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Conclusion

In this dissertation, we researched efficiency evaluation and systematic design for mul-
tivariate alarm systems, based on three performance assessment indices, namely FAR,
MAR, and EDD. This design is based on the on/off delay-timer using the Markov theory.

This thesis discussed quantitative relationship between the commonly used univariate
alarm design methods and associated performance measures then adapt them with multi-
variate alarm design. In the literature model-based fault detection is covered extensively.
Although the signal-based method is most widely used and easy to implement compared to
model-based methods, it did not receive much attention in academia. This thesis uses the
combination between process History-based and signal-based to develop and design a good
alarm system. ISA 18.2 and EEMUA 191 standards are recently published as a guideline
for alarm management and design; but industries are still far from what is recommended
by these standards. In order to act in accordance with ISA 18.2 and EEMUA 191, there
is no alternate other than following a systematic alarm system design and rationalization
method. Delay-timers and deadbands are two very common alarm design techniques used
in the industry. These methods can be implemented easily in most modern DCS systems
and are effective in reducing false and nuisance alarms. However, there is a common
misconception that 8-second or any other configuration of delay-timer delays the alarm
activation by eight seconds or so, which is hardly the case in reality. In Chapter 3, the
detection delay is calculated for fixed limit checking with delay-timers. The alarm systems
with delay-timers are modeled using Markov processes; and historical process data is
used to estimate the invariant probability vector. Also an optimal alarm design method is
discussed that allows compromise between the false alarm rate, the missed alarm rate and
the detection delay.

The combined index φ was implemented and used to model the alarm scheme as a
single signal, describing anomalies within the multivariate system.

A simulated example showed the design procedure using PCA and the combined index,
the FAR, MAR, and EDD computations have been validated on Chapter 3, three cases
have been examined on the basis of the three performance indices for systemic design of
the trip point and / or the number of sample delay n.
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For a discussion of advantages and disadvantages of the proposed method with the
conventional delay-timers, their performance is compared in terms of three criteria, namely,
accuracy (ROC curve with false and missed alarm rates), latency (detection delay with
respect to change in settings) and sensitivity (change in performance with any change in
design settings).

An industrial case study was provided to illustrate the design procedure and to prove
the efficiency of this method with real process data. A comparison between the use of the
combined index and the statistical indices (Q and T2) confirms its effectiveness.

A prospective research is to use the adaptive limit in the design of the alarm system
instead of the fixed one. This can improve efficiency and deliver the highest results in
terms of alarm annunciation and alarm clearance.
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Appendix A

Basic of Statistical measures & Linear
Algebra

This section is dedicated to clarify the algebraic terms and theorems used within the thesis.
However, a little prior exposure to linear algebra is still required from the reader.

Statistics Basics

Mean

The expected value (also called the mean) of a random variable is the sum of the product
of each possible value and its corresponding probability. In mathematical terms, if the
random variable is X, the possible values are x1, x2, . . . xn, and the corresponding
probabilities are P(x1),P(x2),...,P(xn) then

E(X) =
n∑

i=1

(xiP(xi)) (A.1)

In a data set that is identically distributed, the mean is simply:

µ = E(X) =
∑n

i=1 xi

n
(A.2)

Variance

The variance σ2 of a random variable, which takes on discrete values x and has mean µ, is
given by the equation

σ2 =
∑

(x−µ)2P(x) =
∑

(x2P(x))−µ2 (A.3)

54



In a data-set, variance is also a measure of the spread of the data in a data set with
mean X̄

σ2 =

∑n
i=1(Xi− X̄)2

n−1
(A.4)

Variance is claimed to be the original statistical measure of spread of data.

Standard Deviation: The standard deviation σ is simply the square root of the
variance.

Covariance

The Covariance ids a measure of how much each of the dimensions varies from the mean
with respect to each other. Alternatively, it is a measure to see if there is a relationship
between the 2 dimensions (or more).

We can define the covariance between one dimension and itself as the Variance. i.e
var(X) =Cov(X,X)

So the covariance between two dimensions is defined as:

Cov(X,Y) =
∑n

i=1(Xi− X̄)(Yi− Ȳ)
n−1

(A.5)

Covariance calculations are used to find relationships between dimensions in high
dimensional data sets (usually greater than 3) where visualization is difficult. A Covariance
matrix C is used to represent these relations. For 3-D dimensions (variables) C could be
defined as:

C =


cov(X,X) cov(X,Y) cov(X,Z)
cov(Y,X) cov(Y,Y) cov(Y,Z)
cov(Z,X) cov(Z,Y) cov(Z,Z)

 (A.6)

PROPERTIES:

• Diagonal: variances of the variables.

• cov(X,Y) = cov(Y,X), hence this matrix is symmetrical about the diagonal (upper
triangular).

• m-dimensional data will result in m×m covariance matrix.
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Linear Algebra

Matrices

A matrix is a rectangular array of numbers written between rectangular brackets (or large
parenthesis). 

a11 a12 a13

a21 a22 a23

a31 a32 a33


An important attribute of a matrix is its size or dimensions, i.e., the numbers of rows and
columns. The matrix above has 3 rows and 4 columns, so its size is 3×3 (Square matrix).
A matrix of size m×n is called an m×n matrix [11].

• Matrix representation of a collection of vectors: Matrices are very often used as
a compact way to give a set of indexed vectors of the same size. For example, if
x1, ..., xN are n-vectors that give the n feature values for each of N objects, we can
collect them all into one n×N matrix

X = [x1 x2 · · · xN],

• Special Matrices

– Zero matrix: A zero matrix is a matrix with all elements equal to zero, referred
sometimes as Om×n.

– Identity matrix: An identity matrix is another common matrix. It is always
square. Its diagonal elements are ones. It is donated by In

– Diagonal matrices: A square n×n matrix A is diagonal if Ai j = 0 for i , j.

– Triangular matrices: A square n×n matrix A is upper triangular if Ai j = 0
for i > j, and it is lower triangular if Ai j = 0 for i < j.

– Symmetric matrices: A square matrix A is symmetric if A= AT , i.e., Ai j = A ji

for all i, j.

– Hermitian matrices: A matrix A ∈ Cn×n said to be self-adjoint or Hermitian
if AH = A here: AH = (A∗)H with (*) denotes the complex-conjugate and
(T) denotes the matrix transpose. The set of Hermitian matrices of order n is
denoted byHn. A real matrix A ∈ Rn×n is Hermitian if and only if AT = A.

• Matrix Transpose: If A is an m×n matrix, its transpose, denoted AT (or sometimes
A′ or A∗), is the n×m matrix given by (AT )i j = A ji.

- (A+B)T = AT +BT .

- (AB)T = BT AT .

• Matrix multiplication: A = [ai j]m×p ; B = [bi j]p×n ; AB = C = [ci j]m×n ,where
ci j = rowi(A).col j(B).
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• Outer vector product: let a =


a1
...

an

 ; bT = [ba · · · bm] ; ab = c , where c is n×m

matrix.

• Matrix-vector multiplication: If A is m×n and x is an n-vector, then the matrix-
vector product y = Ax is the m-vector y with elements

yi =

n∑
k=1

Aikxk ; i = 1, · · · ,m. (A.7)

• Determinant and Trace: A determinant is a function of a square matrix that
reduces it to a single number. The determinant of a matrix A is denoted |A| or det(A).

The determinant of a square matrix A = [ai j] which has a size of n×n is:

det(A) =
n∑

j=1

ai jAi j ; i = 1, · · · ,n. (A.8)

Ai j = (−1)i+ jdet(Mi j)

The Trace of a matrix A = [ai j] is

tr(A) =
n∑

j=1

a j j (A.9)

• Matrix Inversion: For square matrix A, the inverse exist if A is non-singular. i.e
(det(A), 0) A−1 is an inverse iff:

AA−1 = A−1A = I (A.10)

For non-square matrices, the existence of a pseudo-inverse required AT A non-
singular.

A# = [AT A]−1AT A#A = I (A.11)

Inner Product in Vector spaces

LetV be a vector space over the field F , where F is either R or C. An inner product on
V is a function ⟨., .⟩ : V×V→F such that for all u,v,w ∈ V and α,β ∈ F , we have the
following:

1. ⟨u,u⟩ ≥ 0 and ⟨u,u⟩ = 0 if and only if u = 0.

2. ⟨αu+βv,w⟩ = α ⟨u,w⟩+β ⟨v,w⟩
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3. ⟨u,v⟩=⟨v,u⟩∗

We define a real (or complex) inner product space as a vector space v over R (or C), along
with an inner product defined on it and under standard inner product (dot product, scalar
product), two fundamental spaces are defined as:

1. The n-dimensional Euclidean Space: is the inner product spaceRn under the standard
inner product, defined by:

⟨u,v⟩ = uT .v =
n∑

i=1

uivi (A.12)

2. The n-dimensional Unitary Space: is the inner product space Cn under the standard
inner product (dot product), defined by:

⟨u,v⟩ = vH .u =
n∑

i=1

uiv∗i (A.13)

The Euclidean norm of a vector u is defined as the inner product of u with itself and it
is defined as:

∥u∥2 = |v|2 = ⟨u,u⟩ = uT .u =
n∑

i=1

u2
i (A.14)

An inner product is a measure of collinearity:

• u and v are orthogonal iff: uT v = 0

• u and v are collinear iff: uT v = ∥u∥∥v∥

Linear independence

A set of n-dimensional vectors xi ∈ R
n, are said to be linearly independent if none of them

can be written as a linear combination of the others. In other words:

α1x1+α2x2+ · · ·+αkxk = 0 iff α1 = α2 = · · · = αk = 0

Span
A span of a set of vectors x1, x2, ... , xk is the set of vectors that can be written as a

linear combination of x1, x2, ... , xk.

span(x1, x2, ..., xk) = {c1x1+ c2x2+ ...+ ckxk|c1,c2, ...,ck ∈ R}

Basis
A collection of n linearly independent n-vectors (i.e., a collection of linearly indepen-

dent vectors of the maximum possible size) is called a basis.
A basis for Rn is a set of vectors which:
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1. Span Rn, i.e. any vector in this n-dimensional space can be written as linear
combination of these basis vectors.

2. Are linearly independent.

Orthogonal/Orthonormal Basis

• An orthonormal basis of an a vector space V with an inner product, is a set of basis
vectors whose elements are mutually orthogonal and of magnitude 1 (unit vectors).

• Elements in an orthogonal basis do not have to be unit vectors, but must be mutually
perpendicular. It is easy to change the vectors in an orthogonal basis by scalar
multiples to get an orthonormal basis, and indeed this is a typical way that an
orthonormal basis is constructed (or Gram-Schmidt Orthonormalization Process).

• Two vectors are orthogonal if they are perpendicular, i.e., they form a right angle,
i.e. if their inner product is zero.

uT v =
n∑

i=0

uivi = 0

The following statements are equivalent to saying that a real matrix A ∈ Rn×n is
orthonormal.

1. A has orthonormal columns.

2. A has orthonormal rows.

3. A−1 = AT

4. ∥A.x∥2 = ∥x∥2 for every x ∈ Rn.

Eigenvalues and Eigenvectors

An eigenvector is a nonzero vector that satisfies the equation:

Ax = λx (A.15)

where A is a square matrix, λ is a scalar, and x is the eigenvector. λ is called an eigen- value.
Eigenvalues and eigenvectors are also known as, respectively, characteristic roots and
characteristic vectors, or latent roots and latent vectors [10]. The term Eigen-pair is used
to address the pair (λ, x). An eigenvalue can be either simple or repeated. The spectrum
of A, σ(A), is the multiset of all eigenvalues of A, with eigenvalue λ appearing m(λ) times
(algebraic multiplicity) in σ(A). The geometric multiplicity, q(λ), of an eigenvalue λ is
the number of linearly independent eigenvectors associated with the eigenvalue λ [7].
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1. An eigenvalue λ is simple if m(λ) = 1.

2. An eigenvalue λ is semi-simple if m(λ)= q(λ).

All eigenvectors of a symmetric matrix are perpendicular to each other, no matter how
many dimensions we have.

One of the simplest forms that a matrix A can be transformed into, using equivalence
or similarity transformation, a diagonal form. Based on the eigenvalues of the matrix A,
the following results stands:

• Let λ1, λ2, · · · , λr be distinct eigenvalue of A, with r ≤ n. If A ∈ Cn×n then A is
diagonalizable if and only if m(λi)= q(λi) for i = 1, · · · ,r. If A ∈ Rn×n then A is
diagonalizable by non-singular matrix M ∈ Rn×n if and only if all the eigenvalues of
A are real and m(λi)= q(λi) for i = 1, · · · ,r.

• A is diagonalizable if and only if A has n-linearly independent eigenvectors.

• If A has n distinct eigenvalues, then A is diagonalizable, otherwise we can transform
it into Jordan form.

Singular Value Decomposition (SVD)

A singular value decomposition of a matrix A ∈ Cn×m with rank(A) = r and m ≤ n is a
factorization of the form:

A = U.Σ.VH (A.16)

Where Σ = diag(s1, s2, · · · , sp) ∈ Rn×m, p = min(m,n) and s1 ≥ s2 ≥ s3 ≥ · · · ≥ sp ≥ 0.
Both U ∈ Cn×n and V ∈ Cm×m are unitary.

• The diagonal entries of Σ are called the singular values of A.

• The columns of U are called left singular vectors of A.

• The columns of V are called right singular vectors of A.

Some remarks and properties of SVD are listed below:

1. The first r singular values are nontrivial while the last p− r are zeros.

2. Every A ∈ Cn×m has singular value decomposition. If A ∈ Rn×m then U and V may
be real.

3. The singular values of a matrix are unique [10].

4. If A =U.Σ.VH is the singular value decomposition of A, then the following relations
hold.

A.vi = si.ui, AH .ui = si.ui, uHi .A.vi = si, i = 1,2, · · · , p
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5. The nonzero singular values of A are the square roots of the nonzero eigenvalues of
AH .A or A.AH . The columns of V are eigenvectors of AH .A and The columns of
the matrix U are eigenvectors of A.AH [10].

6. If A ∈ Cn×n is Hermitian with eigenvalues λ1,λ2, ...,λn, then the singular values of A
are |λ1|, |λ2|, ..., |λn|.

The insight underlying the use of SVD for these tasks is that it takes the original data,
usually consisting of some variant of a word×document matrix, and breaks it down into
linearly independent components. These components are in some sense an abstraction
away from the noisy correlations found in the original data to sets of values that best
approximate the underlying structure of the dataset along each dimension independently.
Because the majority of those components are very small, they can be ignored, resulting
in an approximation of the data that contains substantially fewer dimensions than the
original. SVD has the added benefit that in the process of dimensionality reduction, the
representation of items that share substructure become more similar to each other, and
items that were dissimilar to begin with may become more dissimilar as well. In practical
terms, this means that documents about a particular topic become more similar even if the
exact same words don’t appear in all of them [10].
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Appendix B

Description of the Cement Rotary Kiln

Cement kilns, in general, are the heart of the cement production process; their capacity
usually determines the overall capacity of the cement plant. Cement kiln is mainly used
for calcining the cement clinker and it can be divided into dry-producing cement kiln
and wet-producing cement kiln. In the wet process, raw meal is supplied at ambient
temperature in the form of a slurry with about 40% of water. In modern works, the blended
raw material enters the kiln via the pre-heater tower. Here, hot gases from the kiln, and
probably the cooled clinker at the far end of the kiln, are used to heat the raw meal. As a
result, the raw meal is already hot before it enters the kiln. The dry process is much more
thermally efficient than the wet process.

As the most energy consuming, and the most critical and complex part in the produc-
tion process, improvements of cement kilns has been the central concern of the cement
manufacturing technology, thereby limiting the energy consumption, the green-house
gases and improving the efficiency. To increase the kiln efficiency, a system of suspension
preheater cyclones plus pre calciner are usually used. In such complex system, failures and
malfunctions have a high probability of occurrence. Therefore, the need of an automatic
system for detecting the presence of faults and determining their roots is mandatory.

Ain El Kebira cement plant in the Algerian east, where the work is conducted, is a dry
process consisting of four cyclone levels in the suspension preheater and short rotary kiln

(a) cooler system with its heat exchanger and
filter to the left and kiln end appears to the right.

(b) pre-heater tower at the right along with rotary
kiln laying in horizontal to the left.

Fig. B.1 The cement plant of Ain El Kebira
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Table B.1 Process variables of the cement rotary kiln.

Signal Description Unit

1,3,5,7 Depression of gases in outlets of cyclones: one, two, three, and four respectively, tower I mbar
2,4,6,8 Temperature of gases in outlets of cyclones: one, two, three, and four respectively, tower I ◦C
10 Depression of gas in inlet of cyclone four, tower I mbar
17, 19, 21, 23 Depression of gases in outlets of cyclones: one, two, three, and four respectively, tower II mbar
18, 20, 22, 24 Temperature of gases in outlets of cyclones: one, two, three, and four respectively, tower II ◦C
12,25 Temperature of the material entering the kiln from tower I, and tower II respectively ◦C
9, 15 Power of the motor driving the exhauster fans of tower I, and tower II respectively kW
11, 16 Speed of the exhauster fans of tower I, and tower II respectively Depression of gas in the outlet of the smoke filter of tower I r.p.m
13 Depression of gas in the outlet of the smoke filter of tower I mbar
14,26 Temperature of gas in the outlet of the smoke filter: tower I, and tower II respectively ◦C
27 The sum of the powers of the two motors spinning the kiln kW
28 Temperature of excess air from the cooler ◦C
31 Temperature of the secondary air ◦C
29,32,33 pressure of air under the static grille, repression of: fan I, fan II, and fan III respectively mbar
30,34 Speed of the cooling fan I, and fan III respectively r.p.m
35,37,39 pressure of air under the chamber I, II, and III of the dynamic grille, repression of fan IV, fan V, and fan VI respectively mbar
36, 38, 40 Speed of cooling fan IV, fan V, and fan VI respectively r.p.m
41 Speed of the dynamic grille strokes/min
42 Command issue of the pressure regulator for the speeds of the draft fans of cooler filter r.p.m
43 Flow of fuel (natural gas) to the main burner m3 /h
44 Flow of fuel (natural gas) to the secondary burner (pre-calcination level) m3 /h

of 5.4 (m) shell diameter (without brick and coating) and 80 (m) length, with 3 incline.
The kiln is spun up to 2.14(rpm) using two 560 (kws) asynchronous motors and producing
clinker of density varying from 1300 to 1450 (kg/m3) under normal conditions. Two
natural gas burners are used, the main one in the discharge end and the secondary in the
first level of preheater tower. Figure B.2 gives simplified schematic of the cement rotary
kiln with the used signals. The description of these signals is given in details in table B.1.

Due to the complex dynamic, multivariable nature, nonlinear reaction kinetics, long
time delays and variable raw material feed characteristics, the rotary kiln process is
inherently difficult to model. It was declared in [50] that “to the authors knowledge, there
is no mathematical model that adequately describes the process behavior”.

This application was made with a data collected from the cement plant of Ain El-
Kbira, Setif, Algeria. from January 23rd, 2014 at 23:39:33PM to January 24th, 2014
at 04:30:00AM with acquisition rate of one second. The current control performed in
Process is manual centralized mode, where any action is based upon the human experience.
The used data sets are described in details in Table 4.1. They consist of a continuous
measurement for 4 hours, 50 minutes and 28seconds (177428 seconds). The first 15300
seconds are collected when the system is surely in healthy state. Another 2084 seconds
are collected in the presence of a real fault in the system [7].
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Fig. B.2 An overview about the cement plant rotary kiln process and the used signals,
including:temperature(T), pressure(P), speed(S) and feed(F).
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